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CHAPTER 15  

FORMAL PRAGMATICS 
 

REINHARD BLUTNER 
 

 

15.1 INTORDUCTION 
As prominently demonstrated in theoretical physics, the formal language of mathematics may 
be very useful for describing aspects of reality. That does not mean that the mathematical 
instruments are intended to capture a precise picture of reality. Instead, processes of 
abstraction and idealization are omnipresent (Stokhof and van Lambalgen 2011), generating 
an apparently very close fit between preexisting, pleasant mathematical structures and an 
idealized/abstracted picture of reality that is studied in science. 
 In the field of natural language pragmatics, some researchers working on relevance theory 
(RT) or optimality-theoretic (OT) pragmatics take a similar naturalistic stance and claim that 
basic principles of cognitive psychology can be applied for grounding the basic mechanisms 
of natural language interpretation. The view of placing natural language pragmatics within the 
scope of a naturalistic (explanatory) approach is not without problems. This has to do with the 
normative character that is attributed to the Gricean setting. Speakers, as Grice (1975: 45) put 
it, must ‘make their contribution such as is required, at the stage at which it occurs, by the 
accepted purpose or direction of the talk exchange in which (they) are engaged.’  
 If a person acts in a particular situation in a particular way we can ask why she did it the 
way she did; alternatively, we can ask if what the person did was reasonable, and if other 
options were possibly more reasonable in the given situation. Good Griceans are expected to 
ask the second type of questions (to take the normative stance), whereas the first question is 
expected to be asked by cognitive scientists (typically taking a naturalistic stance). Obviously, 
the Gricean principle of cooperation as stated above is normative, and so are Grice’s 
conversational maxims.   
 Even though the normative and the naturalistic aspects of understanding human actions 
can be clearly separated from each other, in most cases it does not follow that they predict 
different action patterns. The idea of a rational world is not so irrational to be excluded in 
ordinary affairs. Evolutionary game theory has presented us with many examples 
demonstrating that the reasonable is naturally arising (Axelrod 1984). In other words, though 
there is a philosophical gap between Gricean pragmatics as a normative theory and pragmatic 
frameworks such as relevance theory as a scientific, explanatory theory of natural language, 
there is not a deep empirical conflict between an interpretation oriented pragmatics and a 
speaker ethics. It seems that the speaker better be cooperative or pretend to be cooperative if 
they want to use language to bring about effects on hearers. 
 In the present article, I will discuss three recent approaches which are crucially based on 
formal mathematical instruments to perform their analyses, sometimes being strictly 
naturalistic, sometimes being based on the normative stance. The theoretic frameworks I will 
discuss are optimality-theoretic pragmatics, game-theoretic pragmatics and decision-theoretic 
pragmatics. I will highlight both the similarities between these frameworks, but also their 
stringent differences. 
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15.2 OPTIMALITY- THEORETIC PRAGMATICS 
Optimality theory is an integrated approach to cognition that combines the advantages of 
symbolic, constraint-based models with the advantages of subsymbolic, neuron-style models 
of cognition (cf. Smolensky and Legendre 2006). In the study of natural language, OT was 
successfully applied to the main linguistic disciplines including phonology, morphology and 
syntax, and also to the explanation of natural language acquisition and other performance 
traits. OT pragmatics is an application of the integrated approach to the domain of Gricean 
pragmatics. It has its origin in the attempt to explain certain phenomena of lexical pragmatics 
(Blutner 1998) and is inspired by the optimal interpretation approach proposed by Hendriks 
and de Hoop (2001).  

The view of seeing OT pragmatics within the scope of a naturalistic (explanatory) 
approach to cognition (as represented by the main proponents of OT) brings it close to 
relevance theory (RT) which likewise takes the naturalistic stance (Sperber and Wilson 
1986/1995). There is another point of agreement that brings OT pragmatics and RT closely 
together. This point concerns the fact that both theories view the division of labor between 
semantics and pragmatics in a similar way. Both follow the tradition of radical pragmatics and 
accept these three claims (e.g. Jaszczolt 2010): 

1. There is a level of logical form or semantic representation. The representations of this 
level do not necessarily provide truth conditions. Rather, they underspecify truth-
conditional content in a number of ways.  

2. There is a mechanism of enriching underspecified representations; sometimes this 
mechanism is called development of logical form. The result of this development is 
propositional content. It expresses the utterance meaning of the expression under 
discussion.  

3. There is a level of implicatures proper, understood as separate thoughts implied by the 
utterance. It is implicit propositional content that can be inferred from the explicit content 
mentioned in 2.  

 

Obviously, the consensus is about rejecting the Gricean doctrine of literal meaning (logical 
form conforms to literal meaning), accepting the role of underspecification (logical forms are 
underspecified with regard to the expressed semantic content) and acknowledging that 
implicature is a graded category (some implicatures are closer to logical form than others).  
 

15.2.1 THREE VARIATIONS ON GRICE 
In this subsection I will discuss three variants of Gricean pragmatics: (i) RT (Sperber and 
Wilson 1986/1995), (ii) Levinson’s (2000) theory of presumptive meaning, (iii) the Neo-
Gricean approach (Atlas and Levinson 1981, Horn 1984, Huang 2009, see also Huang 2007). 
I will show how OT can formalize these three approaches and systematically relate them. In 
this connection it is useful to introduce the distinction between global and local approaches to 
conversational implicatures (cf. Chierchia 2004). According to the global (neo-Gricean) view 
one first computes the (plain) meaning of the sentences; then, taking into account the relevant 
alternatives, one strengthens that meaning by adding in the implicature.’ (Chierchia 2004: 42). 
This contrasts with the local view, which first introduces pragmatic assumptions locally and 
then projects them upwards in a strictly compositional way where certain filter conditions 
apply. Representatives of the global view are Atlas and Levinson (1981), Gazdar (1979), 
(Horn 1984), Soames (1982), Krifka (1995), Blutner (1998), Sauerland (2004), Sæbø (2004), 
and Geurts (2010); the local view is taken by Chierchia (2004), Levinson (2000), and RT 
(Sperber and Wilson 1986/1995, Carston 2002).  
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Usually, the globalists argue against the local view and the localist against the global 
view. I will argue, instead, that proper variants of both views are justified if a different status 
is assigned to the two views: global theories provide the standards of rational discourse and 
correspond to a diachronic, evolutionary scenario; local theories account for the shape of 
actual, online processing including the peculiarities of incremental interpretation. In this way, 
I will argue that seemingly conflicting approaches such as relevance theory and the neo-
Gricean approach are much closer related than expected by its opponents. OT will prove its 
power of unification in giving hints on how to relate theses different frameworks in a 
systematic way.  

RT assumes the representational/computational view of the mind, and, on this basis, 
gives a naturalization of pragmatics adopting Jerry Fodor’s language of thought hypothesis 
(Fodor 1975). The central thesis of RT is the communicative principle of relevance, according 
to which utterances convey a presumption of their own optimal relevance. In other words, any 
given utterance can be presumed: 

 

 to be at least relevant enough to warrant the addressee’s processing effort  

 to be the most relevant one compatible with the speaker’s current state of knowledge and 
her personal preferences and goals.  

 
 

From these two assumptions relevance theorists derive the following general procedure 
that the cognitive system follows in comprehending an utterance (cf. Sperber, Cara and 
Girotto 1995: 95): (a) test possible interpretations in their order of accessibility, and (b) stop 
once the expectation of (optimal) relevance is satisfied (i.e. a certain context-dependent 
threshold value of relevance is reached). The procedure makes sure that the wanted effect (a 
certain value of relevance) is reached with the minimal cognitive effort.  

Levinson’s (2000) theory of presumptive meaning is a chameleon that in a certain sense 
adapts general assumptions of RT and in another sense crucially conflicts with RT, for 
instance in assuming more than one basic principle (maxim) for formulating the 
interpretational mechanism. In short, these are the general assumptions: 

 
 Differing from both RT and the standard neo-Gricean view, Levinson assumes three 

levels of meaning corresponding to sentence(-type) meaning, utterance-type meaning and 
utterance-token meaning 

 utterance-type meanings are in correspondence with Grice’ generalized conversational 
implicatures. They are a matter of preferred interpretation calculated by a particular 
default mechanism. Basically, there are three such defaults or heuristics: 

 Q-heuristic: What isn’t said is not the case 

 I-heuristic: What is expressed simply is stereotypically exemplified 

 M-heuristic:  What’s said in an abnormal way isn’t normal 

 In contrast to Grice’ generalized conversational implicatures, which are calculated in a 
global manner, presumptive meanings are local, i.e. they arise at the point at which they 
are triggered (for instance, the word some triggers the default interpretation NOT ALL via 
the Q-heuristics). The feature of local pragmatics is essential to artificial intelligence 
pragmatics (e.g. Hobbs and Martin 1987) and likewise to RT. 
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Presumptive meanings are very useful for understanding natural language interpretation, 
especially for explaining the predominantly incremental character of utterance 
comprehension. 
 Neo-Griceans (Atlas and Levinson 1981, Horn 1984, Blutner 1998, Atlas 2005, Horn 
2005, Huang 2009) are assuming two countervailing optimization principles: the Q-principle 
and the R-principle.1 The first is oriented to the interests of the hearer and looks for optimal 
interpretations; the second is oriented to the interests of the speaker and looks for expressive 
optimization. Here is a standard presentation of the two principles (cf. Horn 1984, 1989, 2004, 
2005): 
 

The Q-Principle (hearer-based) 
 Make your contribution sufficient! 
 Say as much as you can!  (modulo R) 
 (Grice’s first quantity maxim and the first two manner maxims) 
 

The R-Principle (speaker-based) 
 Make your contribution necessary! 
 Say not more than you must! (modulo Q) 
 (Grice’s second quantity maxim, relation maxim and the second two manner maxims) 
 

It is tempting to identify the Q-principle with Levinson’s Q-heuristic and the R-
principle with the I-heuristics. However, they are not identical though there is a 
correspondence between them. The difference has to do with the different status of principles 
in the global, neo-Gricean pragmatics on the one hand and heuristics (defaults) in Levinson’s 
local pragmatics on the other hand. According to the neo-Gricean picture the principles 
constitute a kind of communication game – either between real speakers and hearers or 
between fictive speakers and hearers in the mind of a language user. In this game both 
principles are applied in a recursive way (corresponding to the modulo-clause in the 
formulation of the principles). In Levinson’s theory, no such interaction between real or 
fictive speakers/hearers takes place. Instead, presumptive meanings are default interpretations 
and they are processed in a nearly automatic way. No ‘mind reading’ facilities or other 
mechanisms of controlled processing are required.2 The difference will become quite clear in 
the following subsection when I give formalization in terms of bidirectional OT. 

 

15.2.2 BIDIRECTIONAL OT 
Bidirectional optimality theory falls within the family of linguistic models that are based on 
the optimization of linguistic output against a system of ranked constraints (Blutner 2000, 
Blutner and Zeevat 2004, Blutner, de Hoop, and Hendriks 2005, Benz and Mattausch 2011). 
This theory provides a general procedure of optimization of the relation between form and 
meaning, simultaneously optimizing in both directions, from meaning to form, and from form 
to meaning. This distinguishes  bidirectional optimality theory from unidirectional optimality 
theoretic semantics (Hendriks and de Hoop 2001) – optimizing from form to meaning – and 
from unidirectional optimality theoretic syntax (Grimshaw 1997) – optimizing from meaning 
to form.  
 To put it in a nutshell, bidirectional optimality theory evaluates form-meaning pairs. As 
described in Blutner (2000), there are two ways of defining optimality in a bidirectional 
setting, a strong way and a weak way. The strong version is based on the standard definition 
of optimality, applying this to candidate pairs instead of output elements.  
 In the following I will define an OT-system for a set F of forms and a set M of meanings 
as a pair Gen, ≻ consisting of a generator Gen  F  M that gives us the set of all potential 
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form meaning pairs and an ordering on elements of ≻ Gen. Informally, the relational 
statement f ' ≻m  f says that the pair   f ', m satisfies the system of (ranked) constraints better 
than the pair f, m; the statement m' ≻f m  says that the pair   f, m'  satisfies the system of 
(ranked) constraints better than the pair f, m (borrowing the notation used by Franke 2009). 
In the strong version of bidirectional OT, a form-interpretation pair  f, m   Gen is 
considered to be (strongly) optimal iff  
 
 Interpretive Optimization: there is no pair f, m'  Gen such that  m' ≻f m 
 Expressive Optimization: there is no pair f ', m  Gen such that f ' ≻m  f. 
 
Informally, the first clause says that m is the optimal interpretation of  f, and the second clause 
says that f is an optimal expression for m.  

 The weak version of bidirectional optimality is less restrictive than the strong one and 
normally allows for more solution pairs. The original formulation (Blutner 2000) is close to 
the (recursive) formulation of Horn’s  Q- and R-principle and it allows us to derive Horn’s 
division of pragmatic labor (Horn 1984, 1989, 2004, 2005) – i.e., the general propensity that 
"unmarked forms tend to be used for unmarked situations and marked forms for marked 
situations" (Horn 1984: 26). In the following I adopt Jäger’s reformulation of the original 
definition (Jäger 2002).  A form-interpretation pair  f, m   Gen  is considered to be super-
optimal (or weakly optimal) iff  

 
 Interpretive Optimization: there is no super-optimal pair f, m'   Gen such that m' ≻f m 
 Expressive Optimization: there is no super-optimal pair f ', m  Gen such that f ' ≻m  f. 
 

This formulation looks like a circular definition, but Jäger (2002) has shown that this is a 
sound recursive definition under very general conditions (well-foundedness of the ordering 
relation). This recursive definition is our expression of the communication game constituted 
by the neo-Gricean picture as described at the end of Section 15.2.1. 

A simple example should illustrate the difference of the two optimization concepts. The 
example I will use goes back to McCawley (1978) who observed that the distribution of 
productive causatives (in English, Japanese, German, and other languages) is restricted by the 
existence of a corresponding lexical causative. Whereas lexical causatives such as in (1a) tend 
to be restricted in their distribution to the stereotypical causative situation (direct, unmediated 
causation through physical action), productive (periphrastic) causatives as in (1b) tend to pick 
up more marked situations of mediated, indirect causation.  For example, (1b) could have 
been used appropriately when Black Bart caused the sheriff's gun to backfire by stuffing it 
with cotton. 

(1) a.  Black Bart killed the sheriff 
b. Black Bart caused the sheriff to die     

The example invites for a scenario with two forms, kill and cause to die, and two 
interpretations, dir and indir, referring to direct (stereotypic) causation and indirect causation, 
respectively. Assuming that the semantics for kill and cause to die admits the same range of 
interpretations, we get four form-meaning pairs described by Gen:  kill, dir, kill, indir, 
cause to die, dir, cause to die, indir.  Table 1 shows these four pairs together with two 
markedness constraints, called F and M. The constraint F (for forms) marks complex forms; 
in the present case it marks the cause to die construction. The other constraint is M (for 
meanings) and it marks the complex interpretations; in the present case it marks the indirect 
interpretation. The effect of the F-constraints results in the relation kill ≻x cause to die for any 
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interpretation x, and the effect of the M-constraint results in the relation  dir ≻y indir for any 
form y. 
 
 
   
 
 

 
 
 
 

(a)       (b) 
 

Table 1: Strong and weak bidirectionality using markedness constraints; (a) shows 
strong bidirectionality, (b) shows weak bidirectionality (superoptimality). 

 
 The left part (a) of Table 1 illustrates the strong version of bidirectionality. Since for both 
forms, the direct interpretation gives the optimal interpretation and for both interpretations, 
the form kill gives the optimal expression, the pair kill, dir, is the only strongly optimal pair 
(marked with the symbol  in Table 1a). As a consequence, the form cause to die is blocked 
in each potential interpretation.3 Unfortunately, the prediction of total blocking is intuitively 
not correct in the present example; instead, the blocking is partial – allowing cause to die, 
indir as a second solution pair as predicted by Horn’s division of pragmatic labor.  
 Table 1b shows that the weak version of bidirectionality can explain the effects of partial 
blocking without the stipulation of extra constraints that link forms and meanings directly; 
especially it can explain why the marked form cause to die gets the marked interpretation 
indir. This is a consequence of the recursion4 implemented in weak bidirectionality: the pairs 
kill, indir and cause to die, dir are not super-optimal. Hence, they cannot block the pair 
cause to die, indir, and it comes out as a new super-optimal pair (likewise marked with the 
symbol  in the table). In this way, the weak version accounts for Horn’s pattern of the 
division of pragmatic labor. In the literature several algorithms were proposed formulating 
explicit recursive mechanisms for calculating superoptimal pairs (Jäger 2002, Beaver and Lee 
2004, Franke and Jäger 2010).  
 Unfortunately, there are some doubts about the psychological reality of such mechanisms 
as models of online natural language interpretation (e.g. Blutner 2010). Instead, it has been 
proposed to take the diachronic perspective into account, as it was clearly expressed by Horn 
(1984). Hence, in the framework of optimality theoretic pragmatics it is very natural to take 
weak bidirectionality as expressing a basic principle of natural language change. As a 
consequence, bidirectional optimization has nothing to do with online processes that run 
during normal language interpretation/production. Rather, the results of bidirectional 
optimization are routinized or fossilized – a phenomenon that takes place on an evolutionary 
time scale. According to this evolutionary view of bidirectionality, form-meaning pairs that 
have been determined by bidirectional optimization constitute fixed relations to a learner who 
sets out acquiring the language. No learner, indeed no user of the language, needs to perform 
a bidirectional computation for any form-meaning pair she encounters.   
 Let us come back to our simple example in order to get a first idea what ‘fossilization’ 
could mean. Rather than considering markedness constraints, in Table 2 so-called linking-
constraints are considered that connect the form level with the interpretational level. In the 
present example there are precisely four independent linking constraints. The linking 
constraint FM says that simple (unmarked) forms express simple interpretations. Hence, 
this is a straightforward formalization of Levinson’s (2000) I-heuristics as an OT constraint. 

   F M 
      kill, dir   

 kill, indir  * 
 cause to die, dir *  

 cause to die, indir * * 

   F M 
          kill, dir   

kill, indir  * 
cause to die, dir *  

 cause to die, indir * * 
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The constraint *F*M says that complex forms express complex interpretations, and this is 
an expression of Levinson’s M-heuristics5. The two remaining linking constraints express the 
opposite restrictions. In the present case linking constraints can be seen as lexical stipulations 
that fix a form-interpretation relation in an instance-based way. Assuming that a general 
learning mechanism ensures that the two latter linking constraints are finally ranked lower 
than the former two, then the result of strong bidirectionally optimization is the same as the 
result of weak bidirectionally optimization discussed before. In addition, it can be seen from 
Table 2 that unidirectional optimization (taking the hearer’s or the speaker’s perspective) is 
sufficient already and gives exactly the same results.  

 
 

   FM *F*M >> F*M F*M 
 kill, dir    *  

 kill, indir *     
 cause to die, dir  *    

 cause to die, indir     * 
 

 Table 2: Strong and weak bidirectionality using linking constraints. 
 

It is not the place here to discuss real candidate mechanisms for the fossilization 
process. The proper understanding of such processes relates best to an off-line mechanism 
that is based on bidirectional learning (Blutner, Borra, Lentz, Uijlings, and Zevenhuijzen 
2002, Benz 2003, Jäger 2004, van Rooij 2004c, Benz 2006). In these approaches the solution 
concept of weak bidirectionality is considered as a principle describing the results of language 
change: super-optimal pairs emerge over time in language change. This relates the good old 
idea that synchronic structure is significantly informed by diachronic forces. 
 Let me come back now to the earlier goal of giving an OT reconstruction of the three 
variations on Grice. For reconstructing Levinson’s (2000) presumptive meaning theory, 
unidirectional optimization is sufficient where a system of OT constraints has to be 
formulated conforming to his I, Q and M heuristics and Levinson's putative ranking Q > M > 
I. The unidirectional optimization procedure (interpretive optimization) is conform with a 
local approach to conversational implicatures, one which satisfies the requirements of 
incremental interpretation. 
 The neo-Gricean approach, on the other hand, is globalist in nature. Hence, the idea of 
(weak) bidirectional optimization fits best to this theory and can be used for a straightforward 
formalization. Unsurprisingly, this conception can be seen best from a diachronic perspective, 
at least so far we take a naturalistic stance towards Gricean pragmatics. As a model of actual 
language interpretation (or production) this approach does not make real sense and never was 
designed for this purpose.  
 Like Levinson’s (2000) approach, RT conforms to the localist approach and can be 
formulated in terms of unidirectional optimization. Let us stipulate a constraint EFFECT for 
describing the wanted effect (a certain value of relevance) and a constraint EFFORT for 
describing the cognitive effort. Then the stipulation EFFECT > EFFORT makes sure that the 
wanted effect is reached with the minimal cognitive effort. Obviously, there are many 
questions left concerning the concrete content of the constraints EFFECT and EFFORT, the RT 
literature contains a number of specifications. These specifications typically have the 
character of linking constraints. It might be interesting to investigate recent OT models of 
pragmatics (see section 15.4) in the light of the general structure of RT – a task that goes 
beyond what can be done in the present paper. 
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 I have mentioned already that there is a relation between diachronic and synchronic 
systems, and I have introduced the term fossilization for describing the relevant transfer. 
Given the existence of this transfer, it can be demonstrated that the three discussed variations 
on Grice are much closer related than the occasional polemics let us expect. 

Bidirectional OT has been used for describing a series of phenomena and observation in 
the domain of natural language pragmatics. In the following I give an overview of some of 
these applications without going into any technical or empirical details.  

 Disambiguation. Gärtner (2004a, b) analyses Icelandic object-shift and differential 
marking of (in-)definites in Tagalog  addressing the issue of disambiguation and partial 
iconicity in natural language.  

 Binding theory. Mattausch (2004a, b) introduces the influential work of Levinson on the 
origin and typology of binding theory (summarized in Levinson 2000; see also Huang 
1994/2007, 2000) and reformulates the different historical stages assumed by Levinson in 
bidirectional optimality theory. Mattausch’s work is of essential importance as one of the 
first in-depth studies showing the importance of the diachronic view for bidirectional OT.  

 Discourse particles and presupposition. Zeevat (2002, 2004) treats discourse particles 
within an extended OT reconstruction of presupposition theory. In another paper, Zeevat 
(2007) provides a full solution to the projection problem for presuppositions.  

 Complex implicatures. Blutner (2007) gives an OT account of implicature projection and 
explains the relevance theoretic distinction between implicatures and explicatures in terms 
of a neo-Gricean framework. 

 Interpretation of stress and focus.  Several articles deal with a bidirectional perspective 
for stress on anaphoric pronouns and the interpretation of focus (Beaver 2004, de Hoop 
2004, Hendriks 2004, Aloni, Butler, and Hindsill 2007) 

 Marking and Interpretation of negation. Henriëtte de Swart (2004) provides a bi-
directional OT approach to the syntax and pragmatics of negation and negative indefinites 
(see also, de Swart 2010). 

 Permission sentences. A series of other articles deals with the interpretations of 
permission sentences and the analysis of the particular conditions which constitute a so-
called free choice interpretation (Sæbø 2004, Aloni 2005a, 2005b, Blutner 2006).  

 Aspectual interpretation of the Dutch past tenses. Van Hout (2007) applied bidirectional 
reasoning about tense forms and their aspectual meanings. 

 Lexical pragmatics: Lexical Pragmatics investigates the processes by which linguistically-
specified (‘literal’) word meanings are modified in use. Prototypical applications include 
the pragmatics of dimensional adjectives (Blutner and Solstad 2000), the analysis of 
Dutch om/rond (Zwarts 2006), the pragmatics of negated antonyms (Blutner 2004, Krifka 
2007), gender opposition of animate nouns (Zwarts, Hogeweg, Lestrade, and Malchukov 
2009), and several examples of semantic change (Eckardt 2002).  

 Language acquisition and learning: There are several studies that test the role of weak 
bidirectionality in developing interpretation and production preferences in connection with 
(in)definite NPs (deHoop and Kramer 2005/2006, van Hout, Harrigan, and Villiers 2010) 
and pronominal anaphors (Hendriks and Spenader 2005/2006, Hendriks, van Rijn, and 
Valkenier 2007, Mattausch and Gülzow 2007, Hendriks, Hoop, Krämer, Swart, and 
Zwarts 2010, van Rij, van Rijn, and Hendriks 2010).  



 9

15.3 GAME-THEORETIC PRAGMATICS 
Wittgenstein is widely acknowledged as the founding father who connected games with 
natural language interpretation. ‘In the 1950s, the later Wittgenstein famously moved away 
from the crystalline logical structure of the Tractatus to a paradigm of rule-generating 
“language games’” (van Benthem 2008: 198). Another prominent researcher applying game 
theory to natural language interpretation is Hintikka, who introduced evaluation games in 
order to specify the truth-conditional semantics of certain fragments of natural language. In 
1969, David Lewis’ book Convention was published, which introduced the important idea of 
signaling games to the domain of language (Lewis 1969). These games refer to the 
phenomena of ‘cultural evolution’ (Hurford 1998, Steels 1998) and aim to give a 
mathematical justification of the formation of stable meanings (Nash equilibriums of 
signaling games).  
 In this section I will discuss the close connection between OT pragmatics and game 
theoretic pragmatics. In the literature, we find two different kinds of games capturing the 
strong and the weak solution concept in bidirectional OT: strategic games  (Dekker and van 
Rooij 2000) and signaling games (Benz, Jäger, and van Rooij 2005a, Franke 2009, Franke and 
Jäger 2010). The interesting point is that the game theoretic approach provides a richer system 
of solution concepts than the optimality theoretic one. Further, it proposes an impressive 
spectrum of possibilities of how to approximate the intended solutions – as defined by a 
certain solution concept – by means of iterative reasoning protocols (Franke and Jäger 2010). 
Hence, we can expect from the game theoretic approach not only a sound explication of 
optimality theoretic solution concepts, but also new solution concepts and algorithms that 
challenge the standard optimality theoretic ones.  
 Strategic games are games where players move simultaneously. This contrasts with 
sequential games where players move in sequence. Let us assume a strategic game with two 
players (called speaker and hearer). Speaker's possible actions are given by the set of possible 
forms,   kill and cause to die in the present example; the hearer's possible actions are given by 
the set of possible meanings, dir and indir in our example. Generally, in (two person) games, 
pairs of the two player’s actions are called profiles. Hence, in our example profiles are the 
four possible form-meaning pairs indicated by the four small circles in Figure 1. 
 
 
 
 
 
 
 
 
 
 

Figure 1: Nash equilibrium (indicated by ) in a concrete example  
 
 In game theory, solution concepts are formal specifications of certain optimality concepts. 
They are rational/normative concepts relating to the reasonable choices which players may 
make. A famous solution concept is that of a 'Nash Equilibrium'.  A Nash equilibrium for a 
strategic game (with two players S and H) is an action profile aS, aH, such that each player's 
action is an optimal response to the choices of the other players in that profile, i.e. for the 

speaker there is no action xS such that xS, aH ≻S aS, aH and for the hearer there is no action 

yH such that aS, yH ≻H aS, aH.  In Figure 1 there exists exactly one Nash equilibrium 
indicated by the black circle. The horizontal arrows indicate the strict preferences for the 

 

kill                                             
  
 
 

 cause to die                           
                     dir           indir 
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hearer (the arrow directs to the stronger pair) and the vertical arrows show the strict 
preferences for the speaker. Informally, a pair is a Nash equilibrium if no arrow leads away 
from this pair. 
 Franke (2009) pointed out that it is conceptually not very plausible to use strategic games 
for modeling language use. Literally taken, the two players in a strategic game (say speaker 
and hearer) make their choices independently from each other. The speaker chooses the 
preferred (lightest) form and the hearer chooses the preferred (simplest) interpretation. Even 
when the resulting form-meaning pair is realized in our natural language system, the 
underlying solution concepts for strategic games is far from providing a plausible (causal) 
argument why the selected form is connected with the selected meaning.  
 Franke (2009) argued that OT-systems should better be translated into some kind of 
sequential games with imperfect information where for a given meaning the speaker chooses a 
corresponding form to express this meaning, and the hearer subsequently tries to guess at this 
meaning on the basis of the uttered form. ‘A natural idea is to consult signaling games, a class 
of games which are widely used for the study of strategic communication not just in 
linguistics, but also in biology, economics, and the philosophy of language (c.f. Lewis 1969, 
Spence 1973, Grafen 1990)’ (Franke and Jäger 2010: 5). 
 This is not the place to give a detailed introduction into the idea of signaling games and its 
use in formal pragmatics as done in some recent monographs (Lewis 1969, Parikh 2001, 
Benz, Jäger, and van Rooij 2005b, Franke 2009). Instead, I will develop a simplified basic 
picture and outline some relations to OT pragmatics.  My exposition will follow the 
presentation of Jäger (2007a). The basic idea of a signaling game is rather simple. In the most 
straightforward case we have two players called S (the speaker) and H (the hearer). The game 
begins with a randomly chosen meaning m that is presented to S (but not to H). Next, the 
speaker is requested to choose a signal f  that is transmitted to H. On the basis of this signal, 
the hearer H is asked to guess the meaning of f. If the guess is correct, i.e. H selects the 
meaning m, both S and H score one point, if not both get nothing. It is easy to see that in 
signaling games the interests of the two players completely coincide. Further, these games are 
asymmetric games because the two roles of speaker and hearer are not interchangeable. 
 What are the possible strategies of the two players? In the simplest case of deterministic 
(pure) strategies, a possible strategy of the speaker is a function from meanings to forms and a 
possible strategy of the hearer is a function from forms to meanings.  I will write S(m) for 
applying a speaker strategy to a  meaning m and H(f) for applying a hearer strategy to a form 
f. Further, a similarity function sim(m, m’) is used which gives the value 1 if m and m’ 
completely agree and it gives the value 0 if they are maximally different.6 With these 
prerequisites at hand the utility function of the game is given by the following equation 
assuming the prior probabilities P(m) are common knowledge between the two players: 
 

(2) u(S,H) = m  P(m) sim(m, H(S(m))) 

 There is no distinction made between the utility of the speaker and the hearer. Because the 
games in question are real partnership games, both players always obtain the same utility. 
Equation (2) expresses our basic intuition that communication is successful if the players of 
the signaling game understand each other. At the moment, the costs for interpreting the signal 
and generating the signal are ignored. However, it is not difficult to subtract a corresponding 
cost value c(f, m) from the left hand site of equation (2) in order to take the costs for signaling 
and interpretation into account. This can be done in correspondence to a given OT system by 
respecting the following relations (e.g. Franke 2009, Franke and Jäger 2010): 
 

(3) m1, f1 ≻ m2, f2  iff  c(m1, f1) <  c(m2, f2). 
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Intuitively, in signaling games the two players try to find strategies that maximize the value of 
the utility function u(S,H). There are different ways how this could be realized. 
 First consider the evolutionary interpretation of game theory (cf. Jäger 2007a). In this case 
the utility of a strategy is to be interpreted as the expected number of offspring of a player 
adopting this strategy. Technically, this is described by the so-called replicator dynamics – a 
deterministic continuous time dynamics for sufficiently large populations. Since it is 
extremely difficult to solve the differential equations determining the replicator dynamics in 
an analytic way, Maynard-Smith (1982) developed a way to characterize the qualitative 
behavior of the replicator dynamics. The central conception is that of an evolutionary stable 
system. Informally, an evolutionarily stable strategy is characterized by the configuration of a 
population that is stable in the sense that the population does not leave its state due to its 
inherent dynamics, and it is protected against small amounts of mutation. Under certain 
conditions it can be proven that Nash equilibriums are evolutionarily stable. As a 
consequence, the  super-optimal solution pairs discussed above come out as evolutionary 
stable (Benz 2003, van Rooij 2004c, Benz 2006, Lentz and Blutner 2009, Franke and Jäger 
2010). 
 A second mechanism is iterated learning theory where the utility function (2), or a 
modification of it, is optimized by an iterated learning process where speaker and hearer learn 
from each other (cf. Kirby and Hurford 1997, 2002, Jäger 2004, Mattausch 2004a, b, Benz 
2006, Mattausch and Gülzow 2007).  Using straightforward OT learning models, the results 
are similar to those found in the evolutionary interpretation of game theory. Similar results are 
found by investigating reinforcement learning for signaling games (Franke and Jäger 2010). 
 A third idea is realized by the iterated best response model as proposed by Matsui (1992). 
It was recently applied to pragmatics (Jäger 2007b, Franke 2009, Franke and Jäger 2010). 
This model proposes a particular evolutionary interpretation of signaling games. Other than in 
Darwinian evolution where new strategies only emerge due to undirected random mutation, 
the present model suggests that whenever a new member enters the population they may 
freely choose their strategy. If it is assumed that the new members are rational enough to 
maximize their expected utility they will choose a strategy that is an optimal response to the 
average strategy of the population. By repeating the addition of new members indefinitely, an 
optimal response dynamics is defined which is different from the standard replicator 
dynamics sketched above. Interesting differences include the emergence of scalar implicatures 
and total blocking  (Jäger 2007b, Franke 2009, Franke and Jäger 2010). 
 In Section 15.1 we have discussed the normative and the naturalistic aspects of 
understanding human actions. Interestingly, the three approaches to signaling games 
discussed in this section clearly exhibit the naturalist stance. And they clearly relate to offline 
aspects of natural language processing (cultural evolution, language change, bidirectional 
learning). This idea corresponds to the understanding of weak bidirectionality which “relates 
best to an off-line mechanism that is based on bidirectional learning (Blutner, Borra, Lentz, 
Uijlings, and Zevenhuijzen 2002, Benz 2003, van Rooij 2004c). In these approaches the 
solution concept of weak bidirectionality is considered as a principle describing the results of 
language change: super-optimal pairs emerge over time in language change. This relates to 
the view of Horn (1984) who considers the Q- and the I-principle as diametrically opposed 
forces in language change. This conforms to the good old idea that ‘synchronic structure is 
significantly informed by diachronic forces.’ (Blutner 2010: 181). It suggests that the 
borderline between semantics and pragmatics is transparent in at least one direction: 
tendencies predicted from pragmatics (conversational implicatures modeled by weak 
bidirectionality) may become frozen or fossilized in the semantic component of knowledge 
representation. The details of the fossilization process are an open problem. Obviously, 
evolutionary game theory and variants of it may be a powerful instrument to explore different 
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hypotheses concerning the self-organizing dynamics of language as an observationally 
learned and culturally-transmitted communication system.   
 
 

15.4 DECISION-THEORETIC PRAGMATICS 
Decision-theoretic pragmatics (Merin 1999) is closely related to argumentation theory 
(Ducrot 1972, 1973, 1980, 1984). According to this view, utterances are normally used as 
premises and conclusions in arguments. It is this argumentative use in language that 
determines the meaning of utterances in discourse. Interestingly, this conception of meaning 
goes far beyond what is normally described as the truth-conditional conception of meaning. 
For instance, utterances with the same informational content can be used as arguments for 
quite different things. A famous example is due to Anscombre and Ducrot (1983): 
 

(4) a. Should we buy this ring? 
b. It is nice but expensive. 
c. It is expensive but nice. 

Assuming that the informational (= truth-conditional) content of (4b) and (4c) is the 
same, Anscombre and Ducrot (1983) claim that (4b) and (4c) argue for opposite things when 
seen in the context of (4a): (4b) argues for not buying the ring; (4c) argues for buying it. 
Examples like this led many authors to believe that a purely truth-conditional semantics is not 
sufficient for an adequate meaning description and that the ‘argumentative potential’ of an 
utterance forms an essential part of its meaning.  
 Merin (1999) has started the formalization of the key ingredients for an argumentative 
theory of pragmasemantics. His theory is based on the classical conception of probability and 
elements of decision theory. He gives a precise definition of concepts like informativeness 
and relevance, and he makes precise the idea of issue-based communication.  According to 
Merin (1999) argumentation is a probabilistic relation over epistemic states. A proposition A 
is a positive argument for a hypothesis H iff accepting A increases the probability of H. It is a 
negative argument for H iff accepting A lowers the probability of H. The formal expression of 
the argumentation relation is the ‘relation of relevance’: 
 

(5) rH(A) = log (P(A|H) – log (P(A|H)   

Positive relevance means rH(A) > 0; negative relevance means rH(A) < 0. A simple 
consequence of the definition in (5) is that rH(A) > 0 iff P(H|A) > P(H) and rH(A) < 0 iff 
P(H|A) < P(H). For a proof one has simply to make use of the Bayesian formula.  
 One of the cornerstones of argumentation theory is a semantic analysis of ‘but’. We will 
look at it since it involves an appealing application of the conception of relevance. What is the 
main phenomenon we have to describe? In a seminal paper, Lakoff (1971) distinguished two 
different uses of but, the ‘contrast use’ and the ‘denial of expectation use’.  
 

(6) a. John is tall but Sue is short.  
b. John is a Republican but he is honest. 

Examples like (6a) illustrate the contrast use of ‘but’. Such examples are always 
symmetric, i.e. if the order of the conjuncts is reversed no significant meaning changes are 
induced. Further, the substitution of ‘but’ by ‘and’ does not induce a significant change of 
meaning. Examples like (6b) illustrate the denial of expectation use. Such utterances are 
typically not symmetric and the substitution of ‘but’ by ‘and’ leads to significant changes of 
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meaning: (6b) suggest that Republicans are normally not honest, whereas the reverse of the 
conjuncts suggests that honest persons are normally not Republicans.   
 It is not difficult to see that the argumentative approach works pretty well for the denial of 
expectation use and allows to express an important constraint stated by Anscombre and 
Ducrot (1983). As shown in Winterstein (2011), this constraint can be formulated using 
Merin’s (1999) notion of relevance: 

 
(7) For an utterance of the form p but q, there must be an H such that: 

a.  rH(p) > 0 and rH(q) < 0  (or equivalently rH(q) > 0) 
b.  rH(q) > rH(p)   

Unfortunately, a description of the contrastive case is less obvious. For example, in (6a) it is 
not really clear what the debated hypothesis should be.7 
 There are different kinds of criticism concerning the argumentative framework in general 
and Merin’s decision theoretic treatment in particular. For example, van Rooij (2004a) has 
argued against Merin’s view that the two participants of a dialogue play a zero sum game with 
opposite preferences (if one agent prefers H to be true the other prefers it to be false). Instead, 
van Rooij argues that the participants of a dialogue are cooperative and this should be 
reflected in the conceptual grounding. Without going into details, some groups of examples 
should be mentioned where Merin’s approach is not very explanatory and comes into 
considerable trouble: numerals, temperature expressions, disjunctions and particularized 
scalar implicatures (for the details, see van Rooij 2004b, c). 
 In an important paper, Iten (2000) has argued that several insights of the argumentative 
approach could be integrated into a Gricean framework. Comparing Anscombre and Ducrot’s 
(1977) treatment of ‘but’ and a recent relevance-theoretic analysis  (Blakemore 2002) Iten 
comes to the conclusion that the two analyses ‘are remarkably similar and, arguably, the 
grounds for choosing between them lie more with their theoretical underpinnings than with 
the details of the particular accounts.’ (Iten 2000: 665). 
 Iten (2000) lists and criticizes several central conjectures of argumentation theory. Among 
them are the following assumptions: 
 
 Argumentation theory clearly takes the normative stance. It is a non-cognitive theory.  
 The semantics of utterances provided by argumentation theory is not truth-conditional. 

It aims to specify the ‘argumentative potential’ of the utterance. Further, the 
argumentative potential of an utterance does not depend on the recovery of some prior 
truth-conditional meaning component. This contrasts with Gricean conversational 
implicatures depending on the recovery of ‘what is said’, i.e. the literal meaning that is 
expressed in a truth-conditional way.  

 Anscombre and Ducrot (1983) use the term ‘pragmatique intégrée’ (integrated 
pragmatics) in order to indicate a uniform approach that is directed to the analysis of 
the non-truth conditional aspects of utterance meanings. This term suggests that there 
is no semantics/pragmatics distinction in argumentation theory. 

 Anscombre and Ducrot’s (1983) concept of ‘comparative argumentative strength’ 
encounters counterexamples. 

  
 Concerning the lexical entries of ‘but’, an important consequence of these assumptions is 
that ‘but’ has to be ambiguous since there is only one representational level where the 
pragmasemantics of ‘but’ can be described, and the different uses of ‘but’ are to be assumed 
as its different meanings.  
 Contrasting with the argumentative approach, Umbach (2005) does not accept any 
ambiguity for ‘but’; rather, she stipulates a core meaning for ‘but’. This core meaning comes 
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close to what was described as the contrast use of ‘but’. Importantly, Umbach is able to show 
that the denial of expectation use can be derived via a general mechanism of contextual 
enrichment. A similar treatment was proposed by Sæbø (2003), who analyzes the content of 
the derived material as a presupposition rather than an implicature proper. Winterstein  (2009) 
provides a critical discussion of both approaches and argues that that there are examples such 
as (8) they cannot handle: 
 

(8) Lemmy plays the bass, but Richie plays it too.  

Similar arguments are put forward by Zeevat (2011). However, these counterexamples do 
include some systematicity that connects the different uses of ‘but’. This makes obvious that 
the underlying systematicity has to be described in a quite different way.   
 What could such an alternative analysis look like? One possibility is to make use of the 
idea of underspecification that is prominently connected with the view of radical pragmatics 
(see 15.2) and the idea of a mechanism of pragmatic enrichment. I fully agree with Zeevat 
(2011: 15) who states ‘that progress in the understanding of ‘but’ is in being more precise 
about how to find the missing object: the question in Umbach’s  (2005) account, the issue that 
is argued for and against in the argumentative tradition, the manifest inference or the 
statement under objection – it is fairly easy to go from one to the other.’ Assuming that 
Zeevat (2011) and Winterstein (2011) are on the right track paves the way for an integration 
of ideas of radical pragmatics with argumentation theory. Concerning formal pragmatics, then 
it could be useful  to combine the ideas put forward in Sections 15.2 and 15.3  with crucial 
ideas of argumentation theory.  

 

15.5 CONCLUSIONS  
In this article I have outlined the close relations between optimality-theoretic pragmatics and 
game theoretic pragmatics. It has been suggested that the OT approach can profit from 
evolutionary game theory and variants of it in exploring different hypotheses of the self-
organizing dynamics of natural language as an observationally learned and culturally-
transmitted communication system.  Further, it has been claimed that it may be useful for the 
game-theoretic paradigm to overcome some bounds of the normative stance and to consider 
the realization of the evolutionary account and the implementation of the iterated best 
response model within a plausible cognitive setting. 
 Finally, I have critically discussed argumentation theory and decision theoretic 
pragmatics. My criticism does not imply that the argumentative framework is obsolete and not 
worth a serious study. There is no doubt that a lot of excellent analytical work has been done 
within the argumentation theoretic framework based on interesting and new observations. 
Further, argumentation theory has highlighted the non-truth conditional aspects of meaning 
and it has made clear that some words (such as good, interesting, and lovely) are intrinsically 
subjective. However, some arguments were put forward suggesting that an integration of 
argumentative tradition with a (neo/post)-Gricean perspective is possible and useful.  
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Endnotes 
                                                 
1 In OT, these ‘principles’ correspond to different directions of optimization where the content of the 
optimization procedure is expressed by particular OT constraints. This will be pointed out in more detail in the 
following section.   
2 However, presumptive meanings can demand a lot of effort as soon ‘conflicts’ arise and the corresponding 
assumption has to be cancelled. Conflict resolution can be very resource demanding. Hence, for the overall 
mechanism we have to take into account the peculiarities of controlled processing.  Of course, this does not refer 
to any mind reading facilities. 
3 Such cases of total blocking are attested in the literature. For example, forms such as *furiosity, *fallacity do 
not exist because others (fury, fallacy) do. For more examples and discussion, see Blutner (1998). 
4 In the original formulation given in section 2.1, the recursion is indicated by the modulo-clause in the Q- and 
R-principle. 
5 Levinson’s M-principle should not be confused with the markedness constraint M introduced in Table 1. 
6 For a short characterization of similarity the reader is referred to Jäger (2007a). For a detailed treatment see 
Tversky (1977). 
7 For details, the reader is referred to Winterstein (2011) who proposes an augmented argumentative approach 
for the contrast use.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 16

                                                                                                                                                         
References 
 
Aloni, Maria (2005a). Expressing ignorance or indifference. Modal implicatures in BiOT. 

Paper presented at the Batumi 2005 symposium Batumi. 
Aloni, Maria (2005b). A Formal Treatment of the Pragmatics of Questions and Attitudes. 

Linguistics and Philosophy, 28(5), 505-539. 
Aloni, Maria, Alastair Butler, and Darrin Hindsill (2007). Nuclear Accent in Bidirectional 

Optimality Theory. In Aloni, Maria,  Alastair Butler, and Paul Dekker (Eds.), 
Questions in Dynamic Semantics. Amsterdam: Elsevier. 

Anscombre, Jean-Claude, and Oswald Ducrot (1977). Deux mais en français. Lingua, 43, 23-
40. 

Anscombre, Jean-Claude, and Oswald Ducrot (1983). L'argumentation dans la langue. Liège, 
Bruxelles: Pierre Mardaga. 

Atlas, Jay David (2005). Logic, Meaning, and Conversation: Semantical Underdeterminacy, 
Implicature, and Their Interface. Oxford: Oxford University Press. 

Atlas, Jay David, and Stephen C. Levinson (1981). It-clefts, informativeness and logical form. 
In Cole, Peter (Ed.), Radical Pragmatics (pp. 1-61). New York: Academic Press. 

Axelrod, Robert (1984). The evolution of co-operation. London: Penguin. 
Beaver, David (2004). The optimization of discourse anaphora. Linguistics and Philosophy, 

27(1), 3-56. 
Beaver, David, and Hanjung Lee (2004). Input-output mismatches in OT. In Blutner, 

Reinhard and Henk Zeevat (Eds.), Optimality Theory and Pragmatics. Houndmills, 
Basingstoke, Hampshire. 

Benz, Anton (2003). Partial Blocking, associative learning, and the principle of weak 
optimality. In Spenader, J.,  A. Eriksson, and Ö. Dahl (Eds.), Proceedings of the 
Stockholm Workshop on Variation within Optimality Theory (pp. 150-159). 
Stockholm. 

Benz, Anton (2006). Partial blocking and associative learning. Linguistics and Philosophy, 
29, 587-615. 

Anton, Gerhard Jäger, and Robert van Rooij (2005a). An introduction to game theory for 
linguists. In Benz, Anton,  Gerhard Jäger, and Robert van Rooij (Eds.), Game Theory 
and Pragmatics (pp. 1-82). Houndsmills, Basingstoke, Hampshire: Palgrave 
Macmillan. 

Benz, Anton, Gerhard Jäger, and Robert van Rooij (Eds.) (2005b). Game Theory and 
Pragmatics. Houndsmills, Basingstoke, Hampshire: Palgrave Macmillan. 

Benz, Anton, and Jason Mattausch (Eds.) (2011). Bidirectional Grammar and Bidirectional 
Optimization. Amsterdam: Benjamins. 

Blakemore, Diane (2002). Relevance and linguistic meaning: The semantics and pragmatics 
of discourse markers: Cambridge University Press. 

Blutner, Reinhard (1998). Lexical pragmatics. Journal of Semantics, 15, 115-162. 
Blutner, Reinhard (2000). Some aspects of optimality in natural language interpretation. 

Journal of Semantics, 17, 189-216. 
Blutner, Reinhard (2004). Pragmatics and the lexicon. In Horn, Larry and Gregory Ward 

(Eds.), Handbook of pragmatics. Oxford: Blackwell. 
Blutner, Reinhard (2006). Embedded implicatures and optimality theoretic pragmatics. In 

Torgim Solstad,  Atle Grønn, and Dag Haug (Eds.), A Festschrift for Kjell Johan 
Sæbø: In partial fulfilment of the requirements for the celebration of his 50th birthday. 
Oslo. 



 17

                                                                                                                                                         
Blutner, Reinhard (2007). Optimality Theoretic Pragmatics and the Explicature/Implicature 

Distinction. In Burton-Roberts, Noel (Ed.), Pragmatics (pp. 67-89). Houndmills, 
Basingstoke, Hampshire: Palgrave/MacMillan. 

Blutner, Reinhard (2010). Some experimental aspects of optimality-theoretic pragmatics. In 
Nemeth, T. Eniko  and Karoly Bibok (Eds.), The Role of Data at the Semantics-
Pragmatics Interface. Berlin: de Gruyter. 

Blutner, Reinhard, Erik Borra, Tom Lentz, Arnold Uijlings, and Reinier Zevenhuijzen (2002). 
Signalling games: Hoe evolutie optimale strategieen selecteert, Handelingen van de 
24ste Nederlands-Vlaamse Filosofiedag. Amsterdam: Universiteit van Amsterdam. 

Blutner, Reinhard, Helen de Hoop, and Petra Hendriks (2005). Optimal Communication. 
Stanford: CSLI Publications. 

Blutner, Reinhard, and Torgrim Solstad (2000). Dimensional designation: a case study in 
lexical pragmatics. In Blutner, Reinhard and Gerhard Jäger (Eds.), Studies in 
Optimality Theory (pp. 30-40). Potsdam: University of Potsdam. 

Blutner, Reinhard, and Henk Zeevat (Eds.) (2004). Optimality Theory and Pragmatics. 
Houndmills, Basingstoke, Hampshire: Palgrave/Macmillan. 

Carston, Robyn (2002). Thoughts and Utterances: The Pragmatics of Explicit 
Communication. Oxford: Blackwell. 

Chierchia, Gennaro (2004). Scalar implicatures, polarity phenomena, and the 
syntax/pragmatics interface. In Belletti, A. (Ed.), Structures and Beyond (pp. 39-103). 
Oxford: Oxford University Press. 

de Hoop, Helen (2004). On the interpretation of stressed pronouns. In Blutner, Reinhard and 
Henk Zeevat (Eds.), Optimality Theory and Pragmatics. Houndmills, Basingstoke, 
Hampshire: Palgrave/Macmillan. 

de Hoop, Helen, and Irene Kramer (2005/2006). Children's Optimal Interpretations of 
Indefinite Subjects and Objects. Language Acquisition, 13(2), 103-123. 

de Swart, Henriëtte (2004). Marking and Interpretation of negation: A bi-directional OT 
approach. In Zanuttini, Raffaella,  Héctor Campos,  Elena Herburger, and Paul Portner 
(Eds.), Negation, Tense and Clausal Architecture: Cross-linguistic Investigations: 
Georgetown University Press. 

de Swart, Henriëtte (2010). Expression and interpretation of negation: An OT typology. 
Dordrecht: Springer. 

Dekker, Paul, and Robert van Rooij (2000). Bi-directional optimality theory: An application 
of game theory. Journal of Semantics, 17, 217-242. 

Ducrot, Oswald (1972). Dire et ne pas dire. Principes de sémantique linguistique. Paris: 
Hermann. 

Ducrot, Oswald (1973). Le preuve et le dire. Paris: Mame. 
Ducrot, Oswald (1980). Les Echelles argumentatives. Paris: Minuit. 
Ducrot, Oswald (1984). Le dire et le dit. Paris: Minuit. 
Eckardt, Regine (2002). Semantic Change in Grammaticalization. In Katz, Graham,  Sabine 

Reinhard, and Philip Reuter (Eds.), Proceedings of the Sixth Annual Meeting of the 
Gesellschaft für Semantik, Sinn & Bedeutung VI. Osnabrück: University of 
Osnabrück. 

Fodor, Jerry (1975). The Language of Thought. New York: Thomas Crowell. 
Franke, Michael (2009). Signal to Act: Game Theory in Pragmatics. Unpublished PhD, ILLC 

Dissertation Series DS-2009-11, Universiteit van Amsterdam. 
Franke, Michael, and Gerhard Jäger (2010). Bidirectional optimization from reasoning and 

learning in games. manuscript, University of Tübingen. 
Gärtner, Hans-Martin (2004a). On Object-Shift in Icelandic and Partial Iconicity. Lingua, 

114, 1235-1252. 



 18

                                                                                                                                                         
Gärtner, Hans-Martin (2004b). On the OT-status of 'unambiguous encoding'. In Blutner, 

Reinhard and Henk Zeevat (Eds.), Optimality Theory and Pragmatics. Houndmills, 
Basingstoke, Hampshire: Palgrave/Macmillan. 

Gazdar, Gerald (1979). Pragmatics. New York: Academic Press. 
Geurts, Bart (2010). Quantity implicatures. Cambridge: Cambridge University Press. 
Grafen, Alan (1990). Biological signals as handicaps. Journal of Theoretical Biology, 114, 

517-546. 
Grice, Paul (1975). Logic and conversation. In Cole, Peter and Jerry L. Morgan (Eds.), Syntax 

and Semantics, 3: Speech Acts (pp. 41-58). New York: Academic Press. 
Grimshaw, Jane (1997). Projection, heads, and optimality. Linguistic Inquiry, 28, 373-422. 
Hendriks, Petra (2004). Optimization in Focus Identification, Optimality Theory and 

Pragmatics. Houndmills, Basingstoke, Hampshire: Palgrave/Macmillan. 
Hendriks, Petra, and Helen de Hoop (2001). Optimality theoretic semantics. Linguistics and 

Philosophy, 24, 1-32. 
Hendriks, Petra, Helen de Hoop, Irene Krämer, Henriëtte de Swart, and Joost Zwarts (2010). 

Conflicts in Interpretation. London: Equinox Publishing. 
Hendriks, Petra, and Jennifer Spenader (2005/2006). When production precedes 

comprehension: An optimization approach to the acquisition of pronouns. Language 
Acquisition, 13(4), 319-348. 

Hendriks, Petra, Hedderik van Rijn, and Bea Valkenier (2007). Learning to reason about 
speakers’ alternatives in sentence comprehension: A computational account. Lingua, 
117, 1879–1896. 

Hobbs, Jerry, and P. Martin (1987). Local Pragmatics, Proceedings, International Joint 
Conference on Artificial Intelligence (pp. 520-523). Milan. 

Horn, Larry (1984). Towards a new taxonomy of pragmatic inference: Q-based and R-based 
implicature. In Schiffrin, D (Ed.), Meaning, form, and use in context: Linguistic 
applications (pp. 11-42). Washington: Georgetown University Press. 

Horn, Larry (1989). A natural history of negation. Chicago: Chicago University Press. 
Horn, Larry (2004). Implicature. In Horn, Larry and Gregory Ward (Eds.), Handbook of 

Pragmatics. Oxford: Blackwell. 
Horn, Larry (2005). Current issues in neo-Gricean pragmatics. Intercultural Pragmatics, 2(2), 

191-204. 
Huang, Yan (1994/2007). The Syntax and Pragmatics of Anaphora. Cambridge: Cambridge 

University Press. 
Huang, Yan (2000). Anaphora: A Cross-linguistic Study. Oxford: Oxford University Press. 
Huang, Yan (2007). Pragmatics. Oxford: Oxford University Press. 
Huang, Yan (2009). Neo-Gricean pragmatics and the lexicon. International Review of 

Pragmatics, 1(1), 118-153. 
Hurford, James R. (1998). Biological evolution of the Saussurean sign as a component of the 

language acquisition device. Lingua, 77, 187–222. 
Iten, Corinne (2000). The relevance of Argumentation Theory. Lingua, 110(9), 665-699. 
Jäger, Gerhard (2002). Some notes on the formal properties of bidirectional optimality theory. 

Journal of Logic, Language and Information, 11, 427-451. 
Jäger, Gerhard (2004). Learning constraint sub-hierarchies. The bidirectional gradual learning 

Algorithm. In Blutner, Reinhard and Henk Zeevat (Eds.), Pragmatics and Optimality 
Theory. Houndmills, Basingstoke, Hampshire: Palgrave Macmillan. 

Jäger, Gerhard (2007a). The evolution of convex categories. Linguistics and Philosophy, 
30(5), 551-564. 



 19

                                                                                                                                                         
Jäger, Gerhard (2007b). Game dynamics connects semantics and pragmatics. In Pietarinen, 

Ahti-Veikko (Ed.), Game Theory and Linguistic Meaning (pp. 89–102). Amsterdam: 
Elsevier  

Jaszczolt, Katarzyna M. (2010). Default Semantics. In Heine, B. and H. Narrog (Eds.), The 
Oxford Handbook of Linguistic Analysis (pp. 193-221). Oxford: Oxford University 
Press. 

Kirby, Simon, and James R. Hurford (1997). The Evolution of Incremental Learning: 
Language, Development and Critical Periods. Edinburgh: University of Edinburgh. 

Kirby, Simon, and James R. Hurford (2002). The Emergence of Linguistic Structure: An 
overview of the Iterated Learning Model. In Cangelosi, Angelo and Domenico Parisi 
(Eds.), Simulating the Evolution of Language (pp. 121-148). London: Springer Verlag. 

Krifka, Manfred (1995). The Semantics and Pragmatics of Polarity Items. Linguistic Analysis, 
25, 209-257. 

Krifka, Manfred (2007). Negated antonyms: Creating and filling the gap. In Sauerland, Uli 
and Penka Stateva (Eds.), Presupposition and implicature in compositional semantics 
(pp. 163-177). Houndmills, Basingstoke, Hampshire: Palgrave/Macmillan. 

Lakoff, Robin (1971). If’s, And’s and But’s about conjunction. In Fillmore, Charles J. and D. 
Terence Langendoen (Eds.), Studies in linguistic semantics (pp. 114-149). New York: 
de Gruyter. 

Lentz, Tom, and Reinhard Blutner (2009). Signalling Games: Evolutionary Convergence on 
Optimality. In Papers on Pragmasemantics. ZASPIL (Vol. 51, pp. 95-110). Berlin: 
Zentrum für allgemeine Sprachwissenschaft. 

Levinson, Stephen (2000). Presumptive meaning: The theory of generalized conversational 
implicature. Cambridge, Mass.: MIT Press. 

Lewis, David (1969). Convention: A Philosophical Study. Princeton: Harvard University 
Press. 

Matsui, Akihiko (1992). Best response dynamics and socially stable strategies. Journal of 
Economic Theory, 57, 343-362. 

Mattausch, Jason (2004a). On the Optimization & Grammaticalization of Anaphora. 
Unpublished Ph.D. Thesis, Humboldt University, Berlin. 

Mattausch, Jason (2004b). Optimality Theoretic Pragmatics and Binding Phenomena. In 
Blutner, Reinhard and Henk Zeevat (Eds.), Optimality Theory and Pragmatics. 
Houndmills, Basingstoke, Hampshire: Palgrave/Macmillan. 

Mattausch, Jason, and Insa Gülzow (2007). A note on acquisition in frequency-based accounts 
of Binding Phenomena. In Gülzow, Insa and Natalia Gagarina (Eds.), Frequency 
Effects in Language Acquisition: Defining the Limits of Frequency as an Explanatory 
Concept (pp. 331-357). Berlin. New York: Mouton de Gruyter. 

Maynard-Smith, John (1982). Evolution and the Theory of Games. Cambridge, Mass.: 
Cambridge University Press. 

McCawley, James D. (1978). Conversational implicature and the lexicon. In Cole, Peter (Ed.), 
Syntax and Semantics 9: Pragmatics (pp. 245-259). New York: Academic Press. 

Merin, Arthur (1999). Information, relevance, and social decision making: Some principles 
and results of decision-theoretic semantics. In Moss, Lawrence S.,  Jonathan Ginzburg, 
and Maarten de Rijke (Eds.), Logic, Language, and Computation (Vol. II). Stanford, 
Cal.: CSLI Publications. 

Parikh, Prashant (2001). The use of language. Stanford, Cal.: CSLI Publications. 
Sæbø, Kjell Johan (2003). Presupposition and contrast: German aber as a topic particle. In 

Weisgerber, Matthias (Ed.), Proceedings of Sinn und Bedeutung 7 (pp. 257-271). 
Constance. 



 20

                                                                                                                                                         
Sæbø, Kjell Johan (2004). Optimal interpretations of permission sentences. In de Jongh, Dick 

and Paul Dekker (Eds.), Proceedings of the 5th Tbilisi Symposium on Language, 
Logic and Computation (pp. 137-144). Amsterdam and Tbilisi. 

Sauerland, Ulli (2004). Scalar implicatures in complex sentences. Linguistics and Philosophy, 
27, 367-391. 

Smolensky, Paul, and Géraldine Legendre (2006). The  Harmonic  Mind: From neural 
computation to optimality-theoretic grammar. Cambridge, Mass.: MIT Press. 

Soames, Scott (1982). How presuppositions are inherited: A solution to the projection 
problem. Linguistic Inquiry, 13, 483-545. 

Spence, Michel (1973). Job Market Signaling. The Quarterly Journal of Economics, 87(3), 
355-374. 

Sperber, Dan, and Deirdre Wilson (1986/1995). Relevance. Oxford: Basil Blackwell. 
Sperber, Dan , and Deirdre Wilson (1995). "Postface" to the second edition of Relevance. 

Oxford: Blackwell. 
Sperber, Dan, Francisco Cara, and Vittorio Girotto (1995). Relevance theory explains the 

selection task. Cognition, 57, 31-95. 
Steels, Luc (1998). The origins of syntax in visually grounded robotic agents. Artificial 

Intelligence, 103, 133–156. 
Stokhof, Martin, and Michiel van Lambalgen (2011). Abstractions and idealisations: The 

construction of modern linguistics. Theoretical Linguistics, 37(1-2), 1-26. 
Tversky, Amos (1977). Features of similarity. Psychological Review, 84, 327-352. 
Umbach, Carla (2005). Contrast and information structure: A focus-based analysis of but. 

Linguistics, 43(1), 207-232. 
van Benthem, Johan (2008). ‘Games That Make Sense’: logic, language, and multi-agent 

interaction. In Apt, Krzysztof R. and Robert van Rooij (Eds.), New perspectives on 
games and interaction (pp. 197–209). Amsterdam: Amsterdam University Press. 

van Hout, Angeliek (2007). Optimal and non-optimal interpretations in the acquisition of 
Dutch past tenses. Proceedings of GALANA, 2, 159-170. 

van Hout, Angeliek, Kaitlyn Harrigan, and Jill de Villiers (2010). Asymmetries in the 
acquisition of definite and indefinite NPs. Lingua, 120(8), 1973-1990. 

van Rij, Jacolien, Hedderik van Rijn, and Petra Hendriks (2010). Cognitive architectures and 
language acquisition: A case study in pronoun comprehension. Journal of Child 
Language, 37(3), 731-766. 

van Rooij, Robert (2004a). Cooperative versus argumentative communication. Philosophia 
Scientia, 2, 195-209. 

van Rooij, Robert (2004b). Relevance and bidirectional OT. In Blutner, Reinhard and Henk 
Zeevat (Eds.), Optimality Theory and Pragmatics: Palgrave/MacMillan. 

van Rooij, Robert (2004c). Signalling games select Horn strategies. Linguistics and 
Philosophy, 27, 493-527. 

Winterstein, Grégoire (2009). Argumentative properties of pragmatic inferences. New 
Frontiers in Artificial Intelligence, 161-176. 

Winterstein, Grégoire. (2011). A probabilistic account of he semantics of 'but'.Unpublished 
manuscript, Paris. 

Zeevat, Henk (2002). Explaining presupposition triggers. In van Deemter, K and R Kibble 
(Eds.), Information Sharing (pp. 61-87). Stanford: CSLI Publications. 

Zeevat, Henk (2004). Presupposition Triggers, Context Markers, or Speech Act Markers. In 
Blutner, Reinhard and Henk Zeevat (Eds.), Optimality Theory and Pragmatics. 
Houndmills, Basingstoke, Hampshire: Palgrave/Macmillan. 

Zeevat, Henk (2007). A Full Solution to the Projection Problem for Presuppositions: 
University of Amsterdam. 



 21

                                                                                                                                                         
Zeevat, Henk. (2011). Objection marking and additivity.Unpublished manuscript, Universiteit 

van Amsterdam. 
Zwarts, Joost (2006). Om en rond: Een semantische vergelijking. Nederlandse Taalkunde, 

11(2), 101-123. 
Zwarts, Joost, Lotte Hogeweg, Sander Lestrade, and Andrej Malchukov (2009). Semantic 

markedness in gender oppositions, blocking and fossilization. Language Typology and 
Universals, 62(4), 325-343  

 
 
 
 
 
 
Abstract 
 
In this article, three theoretic frameworks are discussed: optimality-theoretic, game-theoretic 
and decision-theoretic pragmatics, the latter being based on Ducrot’s argumentation theory. 
The close similarities between optimality-theoretic and game-theoretic pragmatics are pointed 
out. Concerning decision-theoretic pragmatics, some arguments are provided demonstrating 
that an independent, argumentation-theoretic grounding is neither needed nor useful. Rather, 
it seems more appropriate to include the argumentation-theoretic insights into a general 
Gricean-oriented theory of natural language interpretation, let it be optimality-theoretic 
pragmatics or a game-theoretic variant. 
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