Facing Up to the Problem of Consciousness

David J. Chalmers
Department of Philosophy
Washington University
St. Louis, Missouri 63130
dave@twinearth.wustl.edu

December 16, 1994

1 Introduction

Consciousness poses the most baffling problems in the science of the mind. There is nothing
that we know more intimately than conscious experience, but there is nothing that is harder to
explain. All sorts of mental phenomena have yielded to scientific investigation in recent years,
but consciousness has stubbornly resisted. Many have tried to explain it, but the explanations
always seem to fall short of the target. Some have been led to suppose that the problem isin-
tractable, and that no good explanation can be given.

To make progress on the problem of consciousness, we have to confront it directly. In this
paper, | first isolate the truly hard part of the problem, separating it from more tractable parts
and giving an account of why it is so difficult to explain. | critique some recent work that uses
reductive methodsto address consciousness, and argue that such methodsinevitably fail to come
to grips with the hardest part of the problem. Once thisfailure is recognized, the door to further
progress is opened. In the second half of the paper, | argue that if we move to a new kind of
nonreductive explanation, a naturalistic account of consciousness can be given. | put forward
my own candidate for such an account: a nonreductive theory based on principles of structural
coherence and organizational invariance, and a double-aspect theory of information.

2 Theeasy problemsand the hard problem

Thereisnot just one problem of consciousness. “Consciousness’ is an ambiguous term, refer-
ring to many different phenomena. Each of these phenomena needs to be explained, but some
areeasier to explainthan others. At thestart, itisuseful to dividethe associated problems of con-
sciousnessinto “hard” and “easy” problems. The easy problems of consciousness are those that
seem directly susceptible to the standard methods of cognitive science, whereby a phenomenon
isexplained in terms of computational or neural mechanisms. The hard problems are those that
seem to resist those methods.

The easy problems of consciousness include those of explaining the following phenomena:

e the ability to discriminate, categorize, and react to environmental stimuli;
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e the integration of information by a cognitive system;

e the reportability of mental states;

e the ability of a system to accessits own internal states;
e the focus of attention;

e the deliberate control of behavior;

o the difference between wakefulness and sleep.

All of these phenomena are associated with the notion of consciousness. For example, one
sometimes says that a mental state is conscious when it is verbally reportable, or when itisin-
ternally accessible. Sometimesasystem issaid to be conscious of someinformation when it has
the ability to react on the basis of that information, or, more strongly, when it attends to that in-
formation, or when it can integrate that information and exploit it in the sophisticated control of
behavior. We sometimes say that an action is conscious precisely when it is deliberate. Often,
we say that an organism is conscious as another way of saying that it is awake.

Thereisno real issue about whether these phenomena can be explained scientifically. All of
them are straightforwardly vulnerable to explanation in terms of computational or neural mech-
anisms. To explain access and reportability, for example, we need only specify the mechanism
by which information about internal statesis retrieved and made available for verbal report. To
explain the integration of information, we need only exhibit mechanisms by which information
isbrought together and exploited by later processes. For an account of sleep and wakefulness, an
appropriate neurophysiological account of the processes responsible for organisms’ contrasting
behavior inthose stateswill suffice. In each case, an appropriate cognitive or neurophysiol ogical
model can clearly do the explanatory work.

If these phenomena were all there was to consciousness, then consciousness would not be
much of a problem. Although we do not yet have anything close to a complete explanation of
these phenomena, we have a clear idea of how we might go about explaining them. Thisiswhy
| call these problemsthe easy problems. Of course, “easy” isarelative term. Getting the details
right will probably take a century or two of difficult empirical work. Still, thereis every reason
to believe that the methods of cognitive science and neuroscience will succeed.

Thereally hard problem of consciousnessisthe problem of experience. When we think and
perceive, there is a whir of information-processing, but there is also a subjective aspect. As
Nagel (1974) has put it, there is something it is like to be a conscious organism. This subjec-
tive aspect is experience. When we see, for example, we experience visua sensations. the felt
quality of redness, the experience of dark and light, the quality of depth in avisual field. Other
experiences go along with perception in different modalities: the sound of a clarinet, the smell
of mothballs. Then there are bodily sensations, from pains to orgasms; mental images that are
conjured up internally; the felt quality of emotion, and the experience of a stream of conscious
thought. What unites all of these statesis that there is something it is like to be in them. All of
them are states of experience.

It is undeniable that some organisms are subjects of experience. But the question of how it
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isthat these systems are subjects of experienceis perplexing. Why isit that when our cognitive
systems engage in visual and auditory information-processing, we have visual or auditory ex-
perience: the quality of deep blue, the sensation of middle C? How can we explain why thereis
something it isliketo entertain amental image, or to experience an emotion? It iswidely agreed
that experience arisesfrom aphysical basis, but we have no good explanation of why and how it
so arises. Why should physical processing giverisetoarichinner lifeat all? It seemsobjectively
unreasonabl e that it should, and yet it does.

If any problem qualifies as the problem of consciousness, it isthisone. In this central sense
of “consciousness’, an organismis consciousif thereis something it is like to be that organism,
and amental stateisconsciousif thereissomethingitisliketo beinthat state. Sometimesterms
such as “ phenomenal consciousness’ and “qualia’ are also used here, but | find it more natural
to speak of “ conscious experience” or ssimply “experience’. Another useful way to avoid confu-
sion (used by e.g. Newell 1990, Chalmers 1995) is to reserve the term “consciousness’ for the
phenomena of experience, using the less loaded term “awareness’ for the more straightforward
phenomenadescribed earlier. If such a convention were widely adopted, communication would
be much easier; asthings stand, those who talk about “ consciousness” are frequently talking past
each other.

The ambiguity of the term “consciousness’ is often exploited by both philosophers and sci-
entistswriting on the subject. It iscommon to see a paper on consciousness begin with an invo-
cation of themystery of consciousness, noting the strangeintangibility and ineffability of subjec-
tivity, and worrying that so far we have no theory of the phenomenon. Here, thetopicisclearly
the hard problem—the problem of experience. Inthe second half of the paper, the tone becomes
more optimistic, and the author’s own theory of consciousnessis outlined. Upon examination,
this theory turns out to be a theory of one of the more straightforward phenomena—of reporta-
bility, of introspective access, or whatever. At the close, the author declares that consciousness
has turned out to be tractable after al, but the reader isleft feeling like the victim of a bait-and-
switch. The hard problem remains untouched.

3 Functional explanation

Why are the easy problems easy, and why isthe hard problem hard? The easy problems are easy
precisely because they concern the explanation of cognitive abilitiesand functions. To explaina
cognitive function, we need only specify amechanism that can perform the function. The meth-
ods of cognitive science are well-suited for this sort of explanation, and so are well-suited to the
easy problemsof consciousness. By contrast, the hard problemishard precisely becauseit isnot
aproblem about the performance of functions. The problem persists even when the performance
of all therelevant functionsisexplained. (Here “function” isnot used in the narrow teleol ogical
sense of something that a system is designed to do, but in the broader sense of any causal role
in the production of behavior that a system might perform.)



To explain reportability, for instance, isjust to explain how a system could perform the func-
tion of producing reports on internal states. To explain internal access, we need to explain how
a system could be appropriately affected by its internal states and use information about those
statesin directing later processes. To explain integration and control, we need to explain how a
system’s central processes can bring information contents together and use them in the facilita-
tion of various behaviors. These are all problems about the explanation of functions.

How do we explain the performance of a function? By specifying a mechanism that per-
formsthe function. Here, neurophysiological and cognitive modeling are perfect for the task. If
we want a detailed low-level explanation, we can specify the neural mechanism that is respon-
sible for the function. If we want a more abstract explanation, we can specify a mechanism in
computational terms. Either way, a full and satisfying explanation will result. Once we have
specified the neural or computational mechanism that performsthe function of verbal report, for
example, the bulk of our work in explaining reportability is over.

In away, the point is trivial. It isa conceptual fact about these phenomena that their ex-
planation only involves the explanation of various functions, as the phenomenaare functionally
definable. All it means for reportability to be instantiated in a system is that the system has the
capacity for verbal reports of internal information. All it means for a system to be awake isfor
it to be appropriately receptive to information from the environment and for it to be able to use
thisinformation in directing behavior in an appropriate way. To see that this sort of thing is a
conceptual fact, note that someone who says “you have explained the performance of the verbal
report function, but you have not explained reportability” ismaking atrivial conceptual mistake
about reportability. All it could possibly take to explain reportability is an explanation of how
the relevant function is performed; the same goes for the other phenomenain question.

Throughout the higher-level sciences, reductive explanation works in just thisway. To ex-
plainthe gene, for instance, we needed to specify the mechanism that stores and transmits hered-
itary information from one generation to the next. It turns out that DNA performs this function;
once we explain how the function is performed, we have explained the gene. To explainlife, we
ultimately need to explain how a system can reproduce, adapt to its environment, metabolize,
and so on. All of these are questions about the performance of functions, and so are well-suited
to reductive explanation. The same holds for most problems in cognitive science. To explain
learning, we need to explain the way in which a system’s behavioral capacities are modified in
light of environmental information, and the way in which new information can be brought to
bear in adapting asystem’sactionsto itsenvironment. If we show how aneural or computational
mechanism does the job, we have explained learning. We can say the same for other cognitive
phenomena, such as perception, memory, and language. Sometimes the relevant functions need
to be characterized quite subtly, but it is clear that insofar as cognitive science explains these
phenomenaat all, it does so by explaining the performance of functions.

When it comes to conscious experience, this sort of explanation fails. What makes the hard
problem hard and almost unique isthat it goes beyond problems about the performance of func-
tions. To see this, note that even when we have explained the performance of all the cognitive
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and behavioral functions in the vicinity of experience—perceptua discrimination, categoriza-
tion, internal access, verbal report—there may still remain a further unanswered question: Why
is the performance of these functions accompanied by experience? A simple explanation of the
functions leaves this question open.

There is no analogous further question in the explanation of genes, or of life, or of learning.
If someone says “| can see that you have explained how DNA stores and transmits hereditary
information from one generation to the next, but you have not explained how it isagene’, then
they are making a conceptual mistake. All it meansto be ageneisto be an entity that performs
the relevant storage and transmission function. But if someone says “I can see that you have
explained how informationisdiscriminated, integrated, and reported, but you have not explained
how it is experienced”, they are not making a conceptual mistake. Thisis anontrivia further
guestion.

This further question is the key question in the problem of consciousness. Why doesn’t all
this information-processing go on “in the dark”, free of any inner feel? Why isit that when
el ectromagnetic waveforms impinge on aretina and are discriminated and categorized by a vi-
sual system, this discrimination and categorization is experienced as a sensation of vivid red?
We know that conscious experience does arise when these functions are performed, but the very
fact that it arisesisthe central mystery. Thereisan explanatory gap (aterm dueto Levine 1983)
between the functions and experience, and we need an explanatory bridge to crossit. A mere
account of the functions stays on one side of the gap, so the materials for the bridge must be
found elsewhere.

Thisisnot to say that experience hasno function. Perhapsit will turn out to play animportant
cognitiverole. But for any roleit might play, there will be more to the explanation of experience
than a simple explanation of the function. Perhaps it will even turn out that in the course of
explaining afunction, we will beled to the key insight that allows an explanation of experience.
If this happens, though, the discovery will be an extra explanatory reward. Thereisno cognitive
function such that we can say in advance that explanation of that function will automatically
explain experience.

To explain experience, we need a new approach. The usua explanatory methods of cogni-
tive science and neuroscience do not suffice. These methods have been developed precisely to
explain the performance of cognitive functions, and they do agood job of it. But as these meth-
ods stand, they are only equipped to explain the performance of functions. When it comesto the
hard problem, the standard approach has nothing to say.

4 Some case-studies

Inthelast few years, anumber of workshave addressed the problemsof consciousnesswithinthe
framework of cognitive science and neuroscience. This might suggest that the analysisaboveis
faulty, but infact aclose examination of therelevant work only lendsthe analysisfurther support.



When we investigate just which aspects of consciousness these studies are aimed at, and which
aspects they end up explaining, we find that the ultimate target of explanation is always one of
the easy problems. | will illustrate this with two representative examples,

Thefirst isthe“neurobiological theory of consciousness’ outlined by Crick and Koch (1990;
see also Crick 1994). Thistheory centers on certain 35-75 hertz neural oscillationsin the cere-
bral cortex; Crick and Koch hypothesize that these oscillations are the basis of consciousness.
Thisis partly because the oscillations seem to be correlated with awareness in a number of dif-
ferent modalities—withinthe visual and olfactory systems, for example—and al so because they
suggest a mechanism by which the binding of information contents might be achieved. Bind-
ing isthe process whereby separately represented pieces of information about asingle entity are
brought together to be used by later processing, as when information about the color and shape
of a perceived object isintegrated from separate visual pathways. Following others (e.g., Eck-
horn et al 1988), Crick and Koch hypothesize that binding may be achieved by the synchronized
oscillations of neuronal groups representing the relevant contents. When two pieces of informa-
tion are to be bound together, the relevant neural groups will oscillate with the same frequency
and phase.

The details of how this binding might be achieved are still poorly understood, but suppose
that they can be worked out. What might the resulting theory explain? Clearly it might explain
the binding of information contents, and perhaps it might yield a more general account of the
integration of information in the brain. Crick and Koch also suggest that these oscillations ac-
tivate the mechanisms of working memory, so that there may be an account of this and perhaps
other forms of memory in the distance. The theory might eventually lead to a general account
of how perceived information is bound and stored in memory, for use by later processing.

Such a theory would be valuable, but it would tell us nothing about why the relevant con-
tents are experienced. Crick and Koch suggest that these oscillations are the neural correlates
of experience. Thisclaimis arguable—does not binding also take place in the processing of un-
conscious information?—but even if it is accepted, the explanatory question remains. Why do
the oscillations give rise to experience? The only basisfor an explanatory connection istherole
they play in binding and storage, but the question of why binding and storage should themselves
be accompanied by experience is never addressed. If we do not know why binding and storage
should giveriseto experience, telling astory about the oscillationscannot help us. Conversely, if
we knew why binding and storage gave rise to experience, the neurophysiological detailswould
bejust theicing on the cake. Crick and Koch'stheory gainsits purchase by assuming a connec-
tion between binding and experience, and so can do nothing to explain that link.

| do not think that Crick and Koch are ultimately claiming to address the hard problem, a-
though some have interpreted them otherwise. A published interview with Koch gives a clear
statement of the limitations on the theory’s ambitions.

Well, let’sfirst forget about the really difficult aspects, like subjective feelings, for
they may not have a scientific solution. The subjective state of play, of pain, of plea-



sure, of seeing blue, of smelling arose—there seemsto be ahuge jump between the
materialistic level, of explaining molecules and neurons, and the subjective level.
Let’s focus on things that are easier to study—Iike visual awareness. You're now
talking to me, but you're not looking at me, you're looking at the cappuccino, and
SO you are aware of it. You can say, ‘It's a cup and there’s some liquid init.” If |
giveit to you, you'll move your arm and you'll take it—you’ll respond in a mean-
ingful manner. That'swhat | call awareness.” (“What is Consciousness’, Discover,
November 1992, p. 96.)

The second exampleisan approach at thelevel of cognitive psychology. ThisisBaars global
workspacetheory of consciousness, presented in hisbook A Cognitive Theory of Consciousness.
According to this theory, the contents of consciousness are contained in a global workspace, a
central processor used to mediate communication between a host of specialized nonconscious
processors. When these specialized processors need to broadcast information to the rest of the
system, they do so by sending this information to the workspace, which acts as a kind of com-
munal blackboard for the rest of the system, accessible to all the other processors.

Baars uses this model to address many aspects of human cognition, and to explain a number
of contrasts between conscious and unconscious cognitive functioning. Ultimately, however, it
isatheory of cognitive accessibility, explaining how it is that certain information contents are
widely accessible within a system, as well as atheory of informational integration and reporta-
bility. The theory shows promise as atheory of awareness, the functional correlate of conscious
experience, but an explanation of experience itself isnot on offer.

One might suppose that according to thistheory, the contents of experience are precisely the
contents of the workspace. But even if thisis so, nothing internal to the theory explainswhy the
information within the global workspace isexperienced. The best the theory can doisto say that
the information is experienced because it is globally accessible. But now the question arisesin
adifferent form: why should global accessibility give rise to conscious experience? As always,
this bridging question is unanswered.

Almost all work taking a cognitive or neuroscientific approach to consciousness in recent
yearscould be subjectedtoasimilar critique. The*Neural Darwinism” model of Edelman (1989),
for instance, addresses questions about perceptual awareness and the self-concept, but says noth-
ing about why there should also be experience. The “multiple drafts’ model of Dennett (1991)
islargely directed at explaining the reportability of certain mental contents. The “intermediate
level” theory of Jackendoff (1988) provides an account of some computational processes that
underlie consciousness, but Jackendoff stressesthat the question of how these* project” into con-
SCious experience remains mysterious.

Researchers using these methods are often inexplicit about their attitudes to the problem of
conscious experience, although sometimes they take a clear stand. Even among those who are
clear about it, attitudes differ widely. In placing this sort of work with respect to the problem of
experience, a number of different strategies are available. 1t would be useful if these strategic



choices were more often made explicit.

Thefirst strategy is simply to explain something else. Some researchers are explicit that the
problem of experience istoo difficult for now, and perhaps even outside the domain of science
altogether. These researchersinstead choose to address one of the more tractable problems such
asreportability or the self-concept. Although | have called these problemsthe “easy” problems,
they are among the most interesting unsolved problems in cognitive science, so thiswork is cer-
tainly worthwhile. The worst that can be said of this choice isthat in the context of research on
consciousnessit is relatively unambitious, and the work can sometimes be misinterpreted.

The second choice is to take a harder line and deny the phenomenon. (Variations on this
approach are taken by Allport 1988, Dennett 1991, and Wilkes 1988.) According to this line,
once we have explained the functions such as accessibility, reportability, and the like, there is
no further phenomenon called “ experience” to explain. Some explicitly deny the phenomenon,
holding for examplethat what isnot externally verifiable cannot bereal. Othersachievethesame
effect by allowing that experience exists, but only if we equate “experience” with something
like the capacity to discriminate and report. These approaches lead to a simpler theory, but are
ultimately unsatisfactory. Experienceisthe most central and manifest aspect of our mental lives,
and indeed is perhaps the key explanandum in the science of the mind. Because of this status as
an explanandum, experience cannot be discarded like the vital spirit when a new theory comes
along. Rather, it isthe central fact that any theory of consciousness must explain. A theory that
denies the phenomenon “solves™ the problem by ducking the question.

In athird option, someresearchers claimto be explaining experiencein thefull sense. These
researchers (unlike those above) wish to take experience very serioudly; they lay out their func-
tional model or theory, and claim that it explains the full subjective quality of experience (e.g.
Flohr 1992, Humphrey 1992). Therelevant stepintheexplanationisusually passed over quickly,
however, and usually ends up looking something like magic. After some details about informa-
tion processing are given, experience suddenly entersthe picture, but it isleft obscure how these
processes should suddenly give rise to experience. Perhaps it is simply taken for granted that it
does, but then we have an incomplete explanation and a version of the fifth strategy below.

A fourth, more promising approach appeal s to these methods to explain the structure of ex-
perience. For example, it is arguable that an account of the discriminations made by the visual
system can account for the structural relations between different color experiences, as well as
for the geometric structure of the visual field (seee.g., Clark 1992 and Hardin 1992). In general,
certain facts about structures found in processing will correspond to and arguably explain facts
about the structure of experience. Thisstrategy is plausible but l[imited. At best, it takes the ex-
istence of experiencefor granted and accountsfor some facts about itsstructure, providing asort
of nonreductive explanation of the structural aspects of experience (I will say more on thislater).
Thisisuseful for many purposes, but it tells us nothing about why there should be experience in
thefirst place.

A fifth and reasonable strategy is to isolate the substrate of experience. After al, aimost
everyone allows that experience arises one way or another from brain processes, and it makes
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senseto identify the sort of processfrom whichit arises. Crick and Koch put their work forward
as isolating the neural correlate of consciousness, for example, and Edelman (1989) and Jack-
endoff (1988) make similar claims. Justification of these claims requires a careful theoretical
analysis, especialy as experience is not directly observablein experimental contexts, but when
applied judicioudly this strategy can shed indirect light on the problem of experience. Never-
theless, the strategy is clearly incomplete. For a satisfactory theory, we need to know more than
which processes give rise to experience; we need an account of why and how. A full theory of
consciousness must build an explanatory bridge.

5 Theextraingredient

We have seen that there are systematic reasons why the usual methods of cognitive science and
neurosciencefail to account for conscious experience. These are simply the wrong sort of meth-
ods: nothing that they giveto us can yield an explanation. To account for conscious experience,
we need an extra ingredient in the explanation. This makes for a challenge to those who are se-
rious about the hard problem of consciousness. What is your extra ingredient, and why should
that account for conscious experience?

There is no shortage of extraingredients to be had. Some propose an injection of chaos and
nonlinear dynamics. Some think that the key lies in nonalgorithmic processing. Some appea
to future discoveries in neurophysiology. Some suppose that the key to the mystery will lie at
the level of quantum mechanics. It is easy to see why all these suggestions are put forward.
None of the old methods work, so the solution must lie with something new. Unfortunately,
these suggestions all suffer from the same old problems.

Nonalgorithmic processing, for example, is put forward by Penrose (1989; 1994) because
of therole it might play in the process of conscious mathematical insight. The arguments about
mathematics are controversial, but even if they succeed and an account of nonalgorithmic pro-
cessing in the human brain is given, it will still only be an account of the functionsinvolved in
mathematical reasoning and the like. For a nonalgorithmic process as much as an algorithmic
process, the question is left unanswered: why should this process give rise to experience? In
answering this question, there is no special role for nonalgorithmic processing.

The same goes for nonlinear and chaotic dynamics. These might provide a novel account
of the dynamics of cognitive functioning, quite different from that given by standard methods
in cognitive science. But from dynamics, one only gets more dynamics. The question about
experience here is as mysterious as ever. The point is even clearer for new discoveriesin neu-
rophysiology. These new discoveries may help us make significant progress in understanding
brain function, but for any neural process we isolate, the same question will always arise. It
is difficult to imagine what a proponent of new neurophysiology expects to happen, over and
above the explanation of further cognitive functions. It is not asif we will suddenly discover a
phenomenal glow inside a neuron!



Perhaps the most popular “extra ingredient” of all is quantum mechanics (e.g. Hameroff
1994). The attractiveness of quantum theories of consciousness may stem from a Law of Min-
imization of Mystery: consciousness is mysterious and quantum mechanics is mysterious, so
maybe the two mysteries have acommon source. Neverthel ess, quantum theories of conscious-
ness suffer from the same difficulties as neural or computational theories. Quantum phenomena
have some remarkable functional properties, such as nondeterminism and nonlocality. It isnatu-
ral to specul atethat these propertiesmay play someroleintheexplanation of cognitivefunctions,
such as random choice and the integration of information, and this hypothesis cannot be ruled
out a priori. But when it comes to the explanation of experience, quantum processes are in the
same boat as any other. The question of why these processes should give rise to experience is
entirely unanswered.

(One special attraction of quantum theories is the fact that on some interpretations of quan-
tum mechanics, consciousness plays an activerolein “collapsing” the quantum wave function.
Such interpretations are controversial, but in any case they offer no hope of explaining con-
sciousness in terms of quantum processes. Rather, these theories assume the existence of con-
sciousness, and use it in the explanation of quantum processes. At best, these theories tell us
something about a physical role that consciousness may play. They tell us nothing about how it
arises.)

At the end of the day, the same criticism appliesto any purely physical account of conscious-
ness. For any physical process we specify there will be an unanswered question: Why should
this process give rise to experience? Given any such process, it is conceptually coherent that it
could be instantiated in the absence of experience. It follows that no mere account of the phys-
ical processwill tell uswhy experience arises. The emergence of experience goes beyond what
can be derived from physical theory.

Purely physical explanation iswell-suited to the explanation of physical structures, explain-
ing macroscopic structures in terms of detailed microstructural constituents; and it provides a
satisfying explanation of the performance of functions, accounting for these functionsin terms
of the physical mechanismsthat perform them. Thisisbecause aphysical account can entail the
facts about structures and functions: once the internal details of the physical account are given,
the structural and functional properties fall out as an automatic consequence. But the structure
and dynamics of physical processes yield only more structure and dynamics, so structures and
functionsare all we can expect these processesto explain. The facts about experience cannot be
an automatic consequence of any physical account, asit is conceptually coherent that any given
process could exist without experience. Experience may arise from the physical, but it is not
entailed by the physical.

The moral of al thisisthat you can’'t explain conscious experience on the cheap. Itisare-
markable fact that reductive methods—methods that explain a high-level phenomenon wholly
in terms of more basic physical processes—work well in so many domains. In a sense, one can
explainmost biological and cognitive phenomenaon the cheap, in that these phenomenaare seen
as automatic consequences of more fundamental processes. It would be wonderful if reductive
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methods could explain experience, too (I hoped for along time that they might). Unfortunately,
there are systematic reasons why these methods must fail. Reductive methods are successful in
most domains because what needs explaining in those domains are structures and functions, and
these are the kind of thing that a physical account can entail. When it comesto a problem over
and above the explanation of structures and functions, these methods are impotent.

Thismight seem reminiscent of the vitalist claim that no physical account could explain life,
but the cases are disanal ogous. What drove vitalist skepticism was doubt about whether physical
mechanisms could perform the many remarkabl e functions associated with life, such ascomplex
adaptive behavior and reproduction. The conceptual claim that explanation of functionsiswhat
is needed was implicitly accepted, but lacking detailed knowledge of biochemical mechanisms,
vitalists doubted whether any physical process could do the job and put forward the hypothesis
of the vital spirit as an alternative explanation. Once it turned out that physical processes could
perform the relevant functions, vitalist doubts melted away.

With experience, on the other hand, physical explanation of the functionsis not in question.
The key isinstead the conceptual point that the explanation of functions does not suffice for the
explanation of experience. Thisbasic conceptual point isnot something that further neuroscien-
tific investigation will affect. In asimilar way, experience is disanalogousto the élan vital. The
vital spirit was put forward as an explanatory posit, in order to explain the relevant functions,
and could therefore be discarded when those functions were explained without it. Experienceis
not an explanatory posit but an explanandum in its own right, and so is not a candidate for this
sort of elimination.

It is tempting to note that all sorts of puzzling phenomena have eventually turned out to be
explainable in physical terms. But each of these were problems about the observable behavior
of physical objects, coming down to problems in the explanation of structures and functions.
Because of this, these phenomena have always been the kind of thing that a physical account
might explain, even if at some points there have been good reasons to suspect that no such ex-
planation would be forthcoming. The tempting induction from these cases fails in the case of
consciousness, which is not a problem about physical structures and functions. The problem of
consciousnessis puzzling in an entirely different way. An analysis of the problem shows us that
conscious experienceisjust not the kind of thing that awholly reductive account could succeed
in explaining.

6 Nonreductive explanation

At this point some are tempted to give up, holding that we will never have atheory of conscious
experience. McGinn (1989), for example, argues that the problem is too hard for our limited
minds; we are “cognitively closed” with respect to the phenomenon. Others have argued that
conscious experience lies outside the domain of scientific theory altogether.

| think this pessimism is premature. Thisis not the place to give up; it is the place where
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thingsget interesting. When simple methods of explanation are ruled out, we need to investigate
the alternatives. Given that reductive explanation fails, nonreductive explanation is the natural
choice.

Although a remarkable number of phenomena have turned out to be explicable wholly in
terms of entities simpler than themselves, thisis not universal. In physics, it occasionally hap-
pens that an entity has to be taken as fundamental. Fundamental entities are not explained in
terms of anything simpler. Instead, one takes them as basic, and gives a theory of how they re-
late to everything else in the world. For example, in the nineteenth century it turned out that
el ectromagnetic processes could not be explained in terms of the wholly mechanical processes
that previous physical theories appealed to, so Maxwell and others introduced el ectromagnetic
charge and el ectromagnetic forces as new fundamental components of a physical theory. To ex-
plain electromagnetism, the ontology of physics had to be expanded. New basic properties and
basic laws were needed to give a satisfactory account of the phenomena.

Other features that physical theory takes as fundamental include mass and space-time. No
attempt is made to explain these featuresin terms of anything simpler. But this does not rule out
the possibility of atheory of massor of space-time. Thereisan intricate theory of how thesefea-
turesinterrelate, and of the basic lawsthey enter into. These basic principlesare used to explain
many familiar phenomena concerning mass, space, and time at a higher level.

| suggest that a theory of consciousness should take experience as fundamental. We know
that a theory of consciousness requires the addition of something fundamental to our ontology,
aseverything in physical theory is compatible with the absence of consciousness. We might add
some entirely new nonphysical feature, from which experience can be derived, but it is hard to
see what such a feature would be like. More likely, we will take experience itself as a funda
mental feature of the world, alongside mass, charge, and space-time. If we take experience as
fundamental, then we can go about the business of constructing a theory of experience.

Where there is a fundamental property, there are fundamental laws. A nonreductive theory
of experience will add new principles to the furniture of the basic laws of nature. These basic
principleswill ultimately carry the explanatory burden in atheory of consciousness. Just aswe
explain familiar high-level phenomenainvolving massin termsof more basic principlesinvolv-
ing mass and other entities, we might explain familiar phenomenainvolving experiencein terms
of more basic principlesinvolving experience and other entities.

In particular, anonreductive theory of experiencewill specify basic principlestelling us how
experience depends on physical features of the world. These psychophysical principleswill not
interfere with physical laws, asit seemsthat physical laws already form aclosed system. Rather,
they will be a supplement to aphysical theory. A physical theory givesatheory of physical pro-
cesses, and a psychophysical theory tells us how those processes give rise to experience. We
know that experience depends on physical processes, but we also know that this dependence
cannot be derived from physical laws alone. The new basic principles postulated by a nonre-
ductive theory give us the extraingredient that we need to build an explanatory bridge.

Of course, by taking experience as fundamental, thereis a sense in which this approach does
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not tell us why there is experience in the first place. But thisisthe same for any fundamental
theory. Nothing in physicstellsuswhy thereis matter in the first place, but we do not count this
against theories of matter. Certain features of the world need to be taken as fundamental by any
scientific theory. A theory of matter can still explain al sorts of facts about matter, by showing
how they are consequences of the basic laws. The same goes for atheory of experience.

Thisposition qualifiesasavariety of dualism, asit postulatesbasic propertiesover and above
the propertiesinvoked by physics. But it is an innocent version of dualism, entirely compatible
with the scientific view of the world. Nothing in this approach contradicts anything in physi-
cal theory; we simply need to add further bridging principles to explain how experience arises
from physical processes. There is nothing particularly spiritual or mystical about this theory—
itsoverall shapeislike that of a physical theory, with afew fundamental entities connected by
fundamental laws. It expands the ontology slightly, to be sure, but Maxwell did the same thing.
Indeed, the overall structure of this position is entirely naturalistic, allowing that ultimately the
universe comes down to anetwork of basic entities obeying simplelaws, and allowing that there
may ultimately be atheory of consciousness cast in terms of such laws. If the positionisto have
aname, agood choice might be naturalistic dualism.

If this view is right, then in some ways a theory of consciousness will have more in com-
mon with atheory in physicsthan atheory in biology. Biological theoriesinvolve no principles
that are fundamental in thisway, so biological theory has a certain complexity and messinessto
it; but theories in physics, insofar as they deal with fundamental principles, aspire to simplicity
and elegance. The fundamental laws of nature are part of the basic furniture of the world, and
physical theories are telling us that this basic furniture is remarkably ssmple. If atheory of con-
sciousnessalso involvesfundamental principles, then we should expect the same. Theprinciples
of simplicity, elegance, and even beauty that drive physicists' search for a fundamental theory
will aso apply to atheory of consciousness.

(A technical note: Some philosophers argue that even though there is a conceptual gap be-
tween physical processes and experience, there need be no metaphysical gap, so that experience
might in a certain sense still be physical (e.g. Levine 1983; Loar 1990; Byrne 1993; Papineau
1994; Sturgeon 1994). Usually this line of argument is supported by an appeal to the notion of
a posteriori necessity (Kripke 1980). | think that this position rests on a misunderstanding of a
posteriori necessity, however, or else requires an entirely new sort of necessity that we have no
reason to believe in; see Chalmers 1995 (also Jackson 1994 and Lewis 1994) for details. In any
case, thisposition still concedes an explanatory gap between physical processes and experience.
For example, the principles connecting the physical and the experiential will not be derivable
from the laws of physics, so such principles must be taken as explanatorily fundamental. So
even on this sort of view, the explanatory structure of atheory of consciousnesswill be much as
| have described.)

13



7 Outline of atheory of consciousness

It is not too soon to begin work on atheory. We are already in a position to understand certain
key facts about the relationship between physical processes and experience, and about the reg-
ularities that connect them. Once reductive explanation is set aside, we can lay those facts on
the table so that they can play their proper role as the initial piecesin a nonreductive theory of
consciousness, and as constraints on the basic laws that constitute an ultimate theory.

There isan obvious problem that plagues the devel opment of atheory of consciousness, and
that isthe paucity of objective data. Conscious experienceisnot directly observablein an exper-
imental context, so we cannot generate data about the relationship between physical processes
and experience at will. Nevertheless, we all have accessto arich source of datain our own case.
Many important regul arities between experience and processing can beinferred from considera-
tions about one's own experience. There are also good indirect sources of data from observable
cases, as when onerelies on the verbal report of a subject as an indication of experience. These
methodshavetheir limitations, but we have more than enough datato get atheory off the ground.

Philosophical analysisisalso useful in getting value for money out of the datawe have. This
sort of analysis can yield a number of principles relating consciousness and cognition, thereby
strongly constraining the shape of an ultimate theory. The method of thought-experimentation
can also yield significant rewards, as we will see. Finally, the fact that we are searching for a
fundamental theory means that we can appeal to such nonempirical constraints as simplicity,
homogeneity, and the like in devel oping a theory. We must seek to systematize the information
we have, to extend it as far as possible by careful analysis, and then make the inference to the
simplest possible theory that explains the data while remaining a plausible candidate to be part
of the fundamental furniture of the world.

Such theories will always retain an element of speculation that is not present in other scien-
tific theories, because of theimpossibility of conclusive intersubjective experimental tests. Still,
we can certainly construct theories that are compatible with the data that we have, and evaluate
them in comparison to each other. Even in the absence of intersubjective observation, there are
numerous criteria available for the evaluation of such theories: simplicity, internal coherence,
coherence with theories in other domains, the ability to reproduce the properties of experience
that are familiar from our own case, and even an overal fit with the dictates of common sense.
Perhaps there will be significant indeterminacies remaining even when al these constraints are
applied, but we can at least develop plausible candidates. Only when candidate theories have
been developed will we be able to evaluate them.

A nonreductive theory of consciousnesswill consist in a number of psychophysical princi-
ples, principles connecting the properties of physical processes to the properties of experience.
We can think of these principles as encapsulating the way in which experience arises from the
physical. Ultimately, these principles should tell us what sort of physical systemswill have as-
sociated experiences, and for the systemsthat do, they should tell uswhat sort of physical prop-
erties are relevant to the emergence of experience, and just what sort of experience we should
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expect any given physical system to yield. Thisisatall order, but there is no reason why we
should not get started.

In what follows, | present my own candidates for the psychophysical principles that might
go into atheory of consciousness. The first two of these are nonbasic principles—systematic
connections between processing and experience at arelatively high level. These principles can
play a significant role in developing and constraining a theory of consciousness, but they are
not cast at a sufficiently fundamental level to qualify astruly basic laws. The final principleis
my candidate for a basic principle that might form the cornerstone of a fundamental theory of
consciousness. Thisfina principleis particularly speculative, but it is the kind of speculation
that isrequired if we are ever to have a satisfying theory of consciousness. | can present these
principles only briefly here; | argue for them at much greater length in Chalmers (1995).

1. The principle of structural coherence. Thisis a principle of coherence between the
structure of consciousness and the structure of awareness. Recall that “awareness’ was used
earlier to refer to the various functional phenomena that are associated with consciousness. |
am now using it to refer to a somewhat more specific process in the cognitive underpinnings
of experience. In particular, the contents of awareness are to be understood as those informa-
tion contents that are accessible to central systems, and brought to bear in a widespread way in
the control of behavior. Briefly put, we can think of awareness as direct availability for global
control. To afirst approximation, the contents of awareness are the contents that are directly
accessible and potentially reportable, at least in alanguage-using system.

Awarenessisa purely functional notion, but it is neverthelessintimately linked to conscious
experience. In familiar cases, wherever we find consciousness, we find awareness. Wherever
there is conscious experience, there is some corresponding information in the cognitive system
that isavailable in the control of behavior, and available for verbal report. Conversely, it seems
that whenever information is available for report and for global control, there is a correspond-
ing conscious experience. Thus, there is a direct correspondence between consciousness and
awareness.

The correspondence can be taken further. It is a central fact about experience that it has a
complex structure. The visual field has a complex geometry, for instance. There are aso rela
tionsof similarity and difference between experiences, and relationsin such thingsasrelativein-
tensity. Every subject’s experience can be at least partly characterized and decomposed in terms
of these structural properties: similarity and difference relations, perceived location, relativein-
tensity, geometric structure, and so on. It isalso a central fact that to each of these structural
features, there is a corresponding feature in the information-processing structure of awareness.

Take color sensations as an example. For every distinction between color experiences, there
is a corresponding distinction in processing. The different phenomenal colors that we experi-
ence form a complex three-dimensiona space, varying in hue, saturation, and intensity. The
properties of this space can be recovered from information-processing considerations: examina
tion of the visual systems shows that waveforms of light are discriminated and analyzed along
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three different axes, and it isthisthree-dimensional information that isrelevant to later process-
ing. The three-dimensional structure of phenomenal color space therefore corresponds directly
to the three dimensional structure of visual awareness. Thisis precisely what we would expect.
After all, every color distinction corresponds to some reportable information, and therefore to a
distinction that is represented in the structure of processing.

In amore straightforward way, the geometric structure of the visual field isdirectly reflected
in a structure that can be recovered from visual processing. Every geometric relation corre-
sponds to something that can be reported and is therefore cognitively represented. If we were
given only the story about information-processing in an agent’svisual and cognitive system, we
could not directly observe that agent’s visual experiences, but we could neverthelessinfer those
experiences’ structural properties.

In general, any information that is consciously experienced will also be cognitively repre-
sented. Thefine-grained structure of the visual field will correspond to some fine-grained struc-
turein visual processing. The same goes for experiences in other modalities, and even for non-
sensory experiences. Internal mental images have geometric properties that are represented in
processing. Even emotions have structural properties, such asrelative intensity, that correspond
directly to a structural property of processing; where thereis greater intensity, we find a greater
effect on later processes. In general, precisely because the structural properties of experienceare
accessible and reportable, those propertieswill be directly represented in the structure of aware-
ness.

It isthisisomorphism between the structures of consciousnessand awarenessthat constitutes
the principle of structural coherence. This principle reflects the central fact that even though
cognitive processes do not conceptually entail facts about conscious experience, consciousness
and cognition do not float free of one another but cohere in an intimate way.

This principle hasits limits. It allows us to recover structural properties of experience from
information-processing properties, but not all properties of experience are structural properties.
There are properties of experience, such astheintrinsic nature of a sensation of red, that cannot
be fully captured in a structural description. The very intelligibility of inverted spectrum sce-
narios, where experiences of red and green are inverted but al structural properties remain the
same, show that structural properties constrain experience without exhausting it. Nevertheless,
the very fact that we feel compelled to leave structural properties unaltered when we imagine
experiences inverted between functionally identical systems shows how central the principle of
structural coherenceisto our conception of our mental lives. Itisnot alogically necessary prin-
ciple, asafter all we canimagineall theinformation processing occurring without any experience
at al, but it is nevertheless a strong and familiar constraint on the psychophysical connection.

The principle of structural coherence allows for a very useful kind of indirect explanation
of experience in terms of physical processes. For example, we can use facts about neural pro-
cessing of visual information to indirectly explain the structure of color space. The facts about
neural processing can entail and explain the structure of awareness; if we take the coherence
principlefor granted, the structure of experience will also be explained. Empirical investigation
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might even lead usto better understand the structure of awarenesswithin abat, shedding indirect
light on Nagel’s vexing question of what it is like to be abat. This principle provides a natural
interpretation of much existing work on the explanation of consciousness (e.g. Clark 1992 and
Hardin 1992 on colors, and Akins 1993 on bats), although it is often appealed to inexplicitly.
It is so familiar that it is taken for granted by almost everybody, and is a central plank in the
cognitive explanation of consciousness.

The coherence between consciousness and awareness also allows a natural interpretation of
work in neuroscience directed at isolating the substrate (or the neural correlate) of conscious-
ness. Various specific hypotheses have been put forward. For example, Crick and Koch (1990)
suggest that 40-Hz oscillationsmay bethe neural correlate of consciousness, whereasLibet (1993)
suggeststhat temporally-extended neural activity is central. If we accept the principle of coher-
ence, the most direct physical correlate of consciousnessis awareness: the process whereby in-
formation is made directly available for global control. The different specific hypotheses can
be interpreted as empirical suggestions about how awareness might be achieved. For example,
Crick and Koch suggest that 40-Hz oscillations are the gateway by which information is inte-
grated into working memory and thereby made available to later processes. Similarly, it is nat-
ural to suppose that Libet’s temporally extended activity is relevant precisely because only that
sort of activity achieves global availability. The same appliesto other suggested correlates such
asthe “global workspace” of Baars (1988), the “high-quality representations’ of Farah (1994),
and the “ selector inputsto action systems’ of Shallice (1972). All these can be seen as hypothe-
ses about the mechanisms of awareness. the mechanisms that perform the function of making
information directly available for global control.

Given the coherence between consciousness and awareness, it follows that a mechanism of
awareness will itself be a correlate of conscious experience. The question of just which mech-
anismsin the brain govern global availability isan empirical one; perhaps there are many such
mechanisms. But if we accept the coherence principle, we have reason to believe that the pro-
cesses that explain awareness will at the same time be part of the basis of consciousness.

2. The principle of organizational invariance. This principle states that any two systems
with the same fine-grained functional organization will have qualitatively identical experiences.
If the causal patterns of neural organization were duplicated in silicon, for example, with asili-
con chip for every neuron and the same patterns of interaction, then the same experiences would
arise. According to this principle, what matters for the emergence of experience is not the spe-
cific physical makeup of asystem, but the abstract pattern of causal interaction between itscom-
ponents. This principleis controversial, of course. Some (e.g. Searle 1980) have thought that
consciousnessistied to aspecific biology, so that asiliconisomorph of ahuman need not be con-
scious. | believe that the principle can be given significant support by the analysis of thought-
experiments, however.

Very briefly: suppose (for the purposes of areductio ad absurdum) that the principleisfalse,
and that there could be two functionally isomorphic systemswith different experiences. Perhaps
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only one of the systemsis conscious, or perhaps both are conscious but they have different ex-
periences. For the purposes of illustration, let us say that one system is made of neurons and the
other of silicon, and that one experiences red where the other experiences blue. The two sys-
tems have the same organization, so we can imagine gradually transforming one into the other,
perhaps replacing neurons one at atime by silicon chips with the same local function. We thus
gain a spectrum of intermediate cases, each with the same organization, but with dlightly dif-
ferent physical makeup and dlightly different experiences. Along this spectrum, there must be
two systems A and B between which we replace less than one tenth of the system, but whose
experiences differ. Thesetwo systemsare physically identical, except that asmall neural circuit
in A has been replaced by asilicon circuit in B.

The key step in the thought-experiment isto take the relevant neural circuitin A, and install
alongsideit acausally isomorphic silicon circuit, with a switch between the two. What happens
when we flip the switch? By hypothesis, the system’s conscious experiences will change; from
red to blue, say, for the purposes of illustration. This follows from the fact that the system after
the change is essentially aversion of B, whereas before the changeitisjust A.

But given the assumptions, there is no way for the system to notice the changes! Its causal
organization stays constant, so that all of its functional states and behavioral dispositions stay
fixed. Asfar asthe system is concerned, nothing unusual has happened. There is nho room for
the thought, “Hmm! Something strange just happened!”. In general, the structure of any such
thought must be reflected in processing, but the structure of processing remains constant here.
If there were to be such athought it must float entirely free of the system and would be utterly
impotent to affect later processing. (If it affected later processing, the systems would be func-
tionally distinct, contrary to hypothesis). We might even flip the switch a number of times, so
that experiences of red and blue dance back and forth before the system’s*“inner eye”. According
to hypothesis, the system can never notice these “ dancing qualia’.

This| take to be areductio of the original assumption. It isa central fact about experience,
very familiar from our own case, that whenever experiences change significantly and we are pay-
ing attention, we can notice the change; if this were not to be the case, we would be led to the
skeptical possibility that our experiences are dancing before our eyes all the time. This hypoth-
esis has the same status as the possibility that the world was created five minutes ago: perhaps
it islogically coherent, but it is not plausible. Given the extremely plausible assumption that
changesin experience correspond to changesin processing, we are led to the conclusion that the
original hypothesisisimpossible, and that any two functionally isomorphic systems must have
the same sort of experiences. To put it in technical terms, the philosophical hypotheses of “ab-
sent qualia” and “inverted qualia’, while logically possible, are empirically and nomologically
impossible.

(Some may worry that a silicon isomorph of a neural system might be impossible for tech-
nical reasons. That question is open. The invariance principle says only that if an isomorph is
possible, then it will have the same sort of conscious experience.)

Thereismoreto be said here, but this givesthe basic flavor. Once again, thisthought experi-
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ment draws on familiar facts about the coherence between consciousness and cognitive process-
ing to yield a strong conclusion about the relation between physical structure and experience.
If the argument goes through, we know that the only physical properties directly relevant to the
emergence of experience are organizational properties. This acts as a further strong constraint
on atheory of consciousness.

3. Thedouble-aspect theory of information. Thetwo preceding principles have been non-
basic principles. They involve high-level notions such as “awareness’ and “ organization”, and
therefore lie at the wrong level to constitute the fundamental laws in a theory of consciousness.
Nevertheless, they act as strong constraints. What is further needed are basic principles that fit
these constraints and that might ultimately explain them.

The basic principlethat | suggest centrally involves the notion of information. | understand
information in more or less the sense of Shannon (1948). Where there isinformation, there are
information statesembedded in aninformation space. Aninformation space hasabasic structure
of difference relations between its elements, characterizing the waysin which different elements
inaspace are similar or different, possibly in complex ways. Aninformation spaceisan abstract
object, but following Shannon we can see information as physically embodied when there is a
gpace of distinct physical states, the differences between which can be transmitted down some
causal pathway. The states that are transmitted can be seen as themselves constituting an infor-
mation space. To borrow aphrase from Bateson (1972), physical information isadifference that
makes a difference.

The double-aspect principle stems from the observation that there is a direct isomorphism
between certain physically embodied information spaces and certain phenomenal (or experi-
ential) information spaces. From the same sort of observations that went into the principle of
structural coherence, we can note that the differences between phenomenal states have a struc-
ture that corresponds directly to the differences embedded in physical processes; in particular,
to those differences that make a difference down certain causal pathways implicated in global
availability and control. That is, we can find the same abstract information space embedded in
physical processing and in conscious experience.

This leads to a natural hypothesis. that information (or at least some information) has two
basic aspects, a physical aspect and a phenomenal aspect. This has the status of a basic princi-
ple that might underlie and explain the emergence of experience from the physical. Experience
arises by virtue of its status of one aspect of information, when the other aspect isfound embod-
ied in physical processing.

Thisprincipleislent support by anumber of considerations, which | can only outline briefly
here. First, consideration of the sort of physical changesthat correspond to changesin conscious
experience suggests that such changes are aways relevant by virtue of their role in constituting
informational changes—differences within an abstract space of states that are divided up pre-
cisely according to their causal differences along certain causal pathways. Second, if the princi-
pleof organizational invarianceisto hold, then we need to find some fundamental organizational
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property for experience to be linked to, and information isan organizational property par excel-
lence. Third, this principle offers some hope of explaining the principle of structural coherence
in terms of the structure present within information spaces. Fourth, analysis of the cognitive
explanation of our judgments and claims about conscious experience—judgmentsthat are func-
tionally explainable but neverthel ess deeply tied to experience itself—suggests that explanation
centrally involvestheinformation states embedded in cognitive processing. It followsthat athe-
ory based on information allows a deep coherence between the explanation of experience and
the explanation of our judgments and claims about it.

Wheeler (1990) has suggested that information isfundamental to the physicsof the universe.
According to this“it from bit” doctrine, the laws of physics can be cast in terms of information,
postulating different states that give rise to different effects without actually saying what those
statesare. It isonly their position in an information space that counts. If so, theninformationis
anatural candidate to also play arolein afundamental theory of consciousness. We are led to
a conception of the world on which information is truly fundamental, and on which it has two
basic aspects, corresponding to the physical and the phenomenal features of the world.

Of course, the double-aspect principleis extremely speculative and is also underdetermined,
leaving a number of key questions unanswered. An obvious question is whether all information
has a phenomenal aspect. One possibility isthat we need afurther constraint on the fundamental
theory, indicating just what sort of information has aphenomenal aspect. The other possibility is
that thereisno such constraint. If not, then experience is much more widespread than we might
have believed, asinformation is everywhere. Thisis counterintuitive at first, but on reflection |
think the position gains a certain plausibility and elegance. Where there is ssmple information
processing, thereis simple experience, and where thereis complex information processing, there
is complex experience. A mouse has a simpler information-processing structure than a human,
and has correspondingly simpler experience; perhaps a thermostat, a maximally simple infor-
mation processing structure, might have maximally simple experience? Indeed, if experienceis
truly afundamental property, it would be surprising for it to arise only every now and then; most
fundamental properties are more evenly spread. In any case, thisisvery much an open question,
but | believe that the position is not asimplausible as it is often thought to be.

Once a fundamental link between information and experience is on the table, the door is
opened to some grander metaphysical speculation concerning the nature of the world. For ex-
ample, it is often noted that physics characterizes its basic entities only extrinsically, in terms
of their relations to other entities, which are themselves characterized extrinsically, and so on.
The intrinsic nature of physical entitiesis left aside. Some argue that no such intrinsic prop-
erties exist, but then one is left with a world that is pure causal flux (a pure flow of informa-
tion) with no properties for the causation to relate. 1f one allows that intrinsic properties exist,
a natural speculation given the above is that the intrinsic properties of the physical—the prop-
erties that causation ultimately relates—are themselves phenomenal properties. We might say
that phenomenal properties are the internal aspect of information. This could answer a concern
about the causal relevance of experience—a natural worry, given a picture on which the phys-
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ical domain is causally closed, and on which experience is supplementary to the physical. The
informational view allows us to understand how experience might have a subtle kind of causal
relevanceinvirtue of itsstatusastheintrinsic nature of the physical. Thismetaphysical specula-
tionisprobably best ignored for the purposes of devel oping ascientific theory, but in addressing
some philosophical issuesit is quite suggestive.

8 Conclusion

The theory | have presented is speculative, but it is a candidate theory. | suspect that the prin-
ciples of structural coherence and organizational invariance will be planks in any satisfactory
theory of consciousness; the status of the double-aspect theory of informationislesscertain. In-
deed, right now it is more of an idea than a theory. To have any hope of eventual explanatory
success, it will have to be specified more fully and fleshed out into a more powerful form. Still,
reflection on just what is plausible and implausible about it, on whereit works and whereit fails,
can only lead to a better theory.

M ost existing theories of consciousnesseither deny the phenomenon, explain something el se,
or elevate the problem to an eternal mystery. | hope to have shown that it is possible to make
progress on the problem even while taking it seriously. To make further progress, we will need
further investigation, more refined theories, and more careful analysis. The hard problem is a
hard problem, but there is no reason to believe that it will remain permanently unsolved.!
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